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Chapter 1

Configuration Manual

1.1 SYSTEM SUMMARY

1.1.1 System Configuration

All tools used for the analyses in this research are located on the researcher’s laptop. Below
list the basic configurations that were needed for this research.

Operating System: Windows 10
RAM: 8 GB
Hard Disc: 1Terabyte

Processor: Intel® Core (TM) i3 processor.
System type: 64-bit, x64-based processor

1.2 GETTING STARTED

Download and install R — First, R was downloaded from CRAN (Comprehensive R Archive
Network). To do this, https://cran.rstudio.com/ was visited and R package 3.3.1 for

windows (64bits) was downloaded and installed.

Download and install R- studio — R-studio is a user interface for R, making it easier to use R
and includes a code editor, debugging and visualization tools. To download and install, visit

https://www.rstudio.com/ and follow the necessary instructions.

1.2.1 TOOLS USED

Tools used for analysis and forecasting of stock market price data include:
+*» R-studio — R-Studio’s ease of use and the fact that it is an open source software
made it ideal for use for in this research. It has installable packages that are ideal
for almost any analytical test, is easy to learn the language and has fast analytical
performance.

< Microsoft Excel 2016 — Very easy to use and create graphs.

1.3 Software overview

This research has chosen to utilize software tools and programming language such as R-
studio, MS Excel as a means conducting the necessary analyses needed to complete this
research.


https://cran.rstudio.com/
https://www.rstudio.com/

R (3.3.1) and R-studio are both open source data analysis applications which ensure analysis
can be reproduced enabling easy collaboration. Both requires some programming
knowledge or skill and has many packages that minimize this which also provides advanced
graphical capabilities. R-studio allows for flexibility creativity and originality in the analysis
of the data. Packages installed include:

install.packages("dplyr")

library(dplyr)

install.packages("xts") ##(zoo package was needed for replacing mi data)
library(xts)

install.packages("forecast")

library(forecast)

install.packages(“ggplot2”)

library(ggplot2)

1.3.1 User Access Levels

Since R-studio is an open source application, it is available for download and use by any and
everyone who wish to utilize it. Ensure CRAN libraries installed into R before attempting to
conduct your analysis using R-studio. Also, the user must be aware that some packages
have to be constantly reinstalled from R-studio panel before conducting the certain
analysis, as they may not have been included in the CRAN libraries.

1.3.2 Installation

R and R-Studio were updated with their newest versions for this research. Instructions on
their installation are briefly listed above in getting started or the intended user can visit
https:cran.r-project.org/bin/windows/base along with the CRAN installation guide.

1.3.3 System Menu
System Implementation
Gathering all the necessary data - Stock market data was downloaded from Yahoo Finance

website into CSV files. This included daily closing stock prices going back 24 years (1991 to
2015).



Nikkei 225 (*N225) - Osaka

16,650.57 +396.12(2.44%) o0

Historical Prices catistoncalpacestor:  |[GO
Set Date Range
@ Daily
startDate: |01 |[Jan v |[1981 |Eg.1.Janz010 o Vieekly
End Date: [31 Dec 7 |[2015 0 Monthiy
| “_”2 | (0 Dividends Only
First | Previous | Mext | Las
Prices

Date Open High Lowr close \iolume Adj Close®
5 Feb 1881 23,357.00 23,822 00 23, 387.00 23,822.00 1] 23,822.00
4 Feb 1881 23,178.00 23, 204.00 23,135.00 23, 287.00 0 23,287.00
1 Feb 1801 23.27T1.00 2327100 22 830,00 3, 157.00 0 23,157.00
31 Jan 1891 23,477.00 Z3,555.00 23,2200 23,203 .00 0 23,203.00
30 Jan 1991 23,444.00 23,555 00 23, 405.00 23,410.00 1] 23,410,00
29 Jan 1801 23.503.00 Z3.600.00 23.422.00 Z3.480.00 1] 23.480.00

*Yahoo Finance site

Data Cleaning and transformation - Each CSV file was then transformed to only include the
closing price and trading date for each stock market index.

|Dale ‘DD'I' umte ‘SP uﬂm ‘Nasdaq|
07/ 01991 252277 0701991 31944 07/n/19% 3347
08/01/199 25094 _nsfmﬂqm 3149 _nsfnmqm 33413
09/01/1991 24703 09/01/1991 31149 09011991 38337
10/01/1991 249876 10/01/1991 31453 100111991 39216
/011991 250149 11/0/1991 3153 110111991 392.39
14/01/1991 248391 _I'lfﬂla"]'}ﬁ] 312.4% _anqm 38754
15/01/1991 249059 _1530131991 EIENE: _Hfll]ﬂ']!ﬂ 390,67
16/01/1991 250891 16/01/1991 31617 16011991 405.9)
/00991 262351 17011991 3797 17/01/190 41352
TH01/199 264678 13011991 323 180111991 42299
2/01/1991 262921 _EWIHQN 33106 _EHlllﬂ']‘_H 42373
22/0/1991 260322 _2210131991 ErhED _223111!1']91 411.05
2011991 261906 23011991 3021 23011991 43166

‘I]ale

07/01 199
030199
/0199
106/01/19%1
11011199
14011199
15f01/19%
16/01/19%1
17/0 1991
18011991
21/ 199
20199
Binnem

IFISE | [oate

213 07091
099 03011991
289 190N
2087 10/01 /1991
2061 11/011991
0008 14011901
W09 1601/199]
W48 17/01 1997
M6 130190
207 2011991

% 2201901
0816 2301/1991
A5 24NN

*Each index closing price along with its corresponding trading date.

Mikkei | [Date
a1 i
2% 08/01/1991
2069 09011991
2047 10011991
24 10N
3 1401
248 1501199
27 16011991
28 17018
21 13018
ver BT AL ]
200 22001199

260 23/01/199]

Each CSV file containing each index with only its date and the closing price was imported into
R-studio. Using the date attribute from the Dowlones data as the base trading date, all six
indexes were merged in order to properly align the trading dates and prices. This created
missing information for the indexes that did not trade on some of the dates as the

DowlJones.

s
13206
13265
13334
13387

1346
13467
13474
13424
13423
13424
13424
13372
13317



Date Dow sP MNasdaq FTSE Nilkkel SSE
o7/01/1991| 2522.77 315.44 384.7 21133 23737 132.06
08/01/1991| 2509.41 314.9 384.18 2099.9 22598 132.68
14/01/1991| 2483.91 31249 387.54 2080.8 23213 134.67
15/01/1991| 2490.59 313.73 390.67 2070.9/NA 134.74
16/01/1991| 2505.91 316.17 405.91 2054.8 22443 134.24
11/02/1991| 2902.23 368.55 4985.61 2279 NA 130.97
12/02/1991| 2874.75 365.5 496.4 2264.5 24935 131.35
13/02/1991| 2909.16 3659.02 500.67 2267.8 25139 131.92
14/02/1991| 2877.23 3654.22 491.18 2294.4 25355 132,53
15/02/1991| 2934.65 3659.06 496.67 2296.9 25344|NA
20/03/1991| 2872.03 367.92 512.18 24412 264499 123.66
21/03/1991| 2855.45 366.55 505.94 2474.5|NA 123.12
22/03/1991| 2EB58.91 367.48 504.54 2440.5 26613 122.62
26/04/1991| 2912.38 379.02 542.6 24713 26124 115.56/
29/04/1991| 28B76.98 373.66 532.29 2498.2|NA 114.75
30/04/1991| 2EB7.B7 375.34 527.31 2486.2 26111 113.94
01/05/1991 2930.2 380.29 528.44 2508.4 26489 | NA
02/05/1991| 293B8.61 3B80.52 533.03 2530.7 26478 113.16
03/05/1991| 293E.E6 380.8 534.22 2522 7|NA 112.41
05/05/1991| 2941.64 380.08 534.66 2522 7|NA 111.61
*Merged data

Dates for which there was data, the assumption of a linear change was taken instead of no
change at all. For this, the average of the price of the day above and below was used as a
replacement.

> stock_full3$Mean <- rowMeans(stock_full3[,2:7])

Date Dow 5P Nasdaq |FTSE Nikkei  |SSE Mean

07/01/1991| 2522.77| 315.44 384.7 2113.3 23737 132.06| 4867.545
08/01/1991| 2509.41 314.9| 384.18] 20999 22898 132.68| 4723.178
14/01/1991 2483.91 312.45| 387.54| 2080.8 23213 134.67| 4768.735
15/01/1991| 2490.59| 313.73| 390.67| 2070.9 22828 134.74| 4704.772
16/01/1991 2508.91 316.17| 405.91] 2054.8 22443 134.24| 4643.838
11/02/1991 2902.23 368.58| 498.61 2279 24615.5 130.97| 5132.482
12/02/1991 2874.75 365.5 496.4] 2264.5 24935 131.35| 5177.917
13/02/1991| 2909.16 369.02| 500.67| 2267.8 25139 131.92| 5219.595
14/02/1991| 2877.23 364.22| 491.18] 22944 25356 132.53| 5252.593
15/02/1991 2934.65 369.06| 456.67| 2296.9 25344 132.83| 5262.352
20/03/1991] 2872.03 367.92| 512.18] 2441.2 264439 123.66| 5460.998
21/03/1991| 2855.45 366.58| 505.94| 2474.8 26531 123.12| 5476.148
22/03/1991 2858.91 367.48| 504.54| 2440.5 26613 122.62| 5484.508
26/04/1991| 2912.38) 379.02 542.6| 2471.3 26124 115.56| 5424.143
29/04/1991| 2876.98| 373.66| 532.29| 2498.2| 26117.5 114.75| 5418.897
30/04/1991| 2887.87 375.34| 527.31| 2486.2 26111 113.94| 5416.943
01/05/1991 2930.2 380.29| 528.44| 2508.4 26489 113.55| 5491.647
02/05/1991 2938.61| 380.52| 533.03] 2530.7 26478 113.16| 5495.67
03/05/1991| 2938.86 380.8| 534.22| 2522.7| 26432.67 112.41| 5486.943
06/05/1991| 2941.64 380.08] 534.66| 2522.7| 26387.33 111.61| 5479.671

The average values calculated were then used as a scale to convert all the data into
percentages in excel thus normalizing the data for further use against the forecasting
model.



» stock_full3Sdow <- (stock_full3$Dow/stock_full3$Mean)*100

Date

dow

sp

nas

ftse

nikkei

sse

07/01/1991

51.82839

6.480474

7.503368

43.41614

487.6586

2.713072

08/01/1991

53.12969

6.667121

8.13393

44.45947

484.8007

2.809125

05/01/1991

52,19605

6.581609

8.100353

44.98246

485.3221

2.817399

10/01/1991

52.61448

6.622818

8.257414

44.40129

485.2831

2.820904

11/01/1991

52.31271

6.592285

8.2059503

44.04407

486.0302

2.814839

14/01/1991

52.0874

6.552891

8.126683

43.63421

486.7748

2.824019

15/01/1991

52.93753

6.668336

8.303697

44.01701

485.2095

2.863901

16/01/1991

54.02664

6.808377

8.74083

44.24788

483.2856

2.890712

17/01/1991

54.17518

6.772543

8.64239

43.45975

484.1779

2.772247

18/01/1991

53.92981

6.769396

8.618688

42.84384

485.103

2.735225

21/01/1991

54.47401

6.859158

8.882761

43.17793

483.8249

2.781288

22/01/1991

54.18709

6.833907

8.824693

43.32936

484.0415

2.783436

23/01/1991

54.85976

6.916696

9.041704

43.57889

482.8135

2.789426

24/01/1991

54.83864

6.946044

9.120236

43.55646

482.7872

2.751404

25/01/1991

54.56028

6.89479

9.068659

43.14501

483.6221

2.709129

28/01/1991

54.44408

6.892115

9.116469

43.44106

483.41

2.696299

54.80117

6.912149

9.239936

43.50554

482.846

2.69517

*Normalized data

A baseline/scale value was calculated by finding the average across all the indexes for each
date. This baseline value was then used to scale all the data by converting each data point
into percentages of that baseline value providing a more even distribution. This resulted in
the data being normalized which is thought to be important as this has now brought all the

indexes into a proportion with each other has helped to reduce the variability.

Correlation Implementation

First cross-correlation matrix was used to assess the level of correlation between all stock

market index prices.

> stockcor5<-cor(as.matrix(stock_full4))

dow s.p nas |ftse |nikkei |sse
dow 1/ 0.978681| 0.766| 0.828| -0.985| 0.67
{sp |0.978681 1| 0.826| 0.841| -0.974| 0.608
\nas | 0.766352| 0.826342 1/ 0568 -0.804| 0.498 Ranges
ftse | 0.827658| 0.840752| 0.568 1| -0.862| 0.566| [bove zero- 0.399 lweak
nikkei | -0.98461| -0.97418| -0.804| -0.862 1| -0.749| [0.4-0.699 moderate
sse 0.67015| 0.60798| 0.498| 0.566/ -0.749 1| (0.7-0.9%9 ey

*Correlation Matrix




Correlation based on the DowJones and US GDP growth rate

US GDP growth data was first extracted from FRED Economic Data at
https://fred.stlouisfed.org/series/GDP/downloaddata into one CSV file and saved to the
machine's’ desktop.

8 https://fred.stlouisfed.org/series/GDP/downloaddata

FRED® ECONOMIC RESEARCH

EEOMaMIC BATA | 3700

FEDERAL RESERVE BANK OF S5T. LOUIS

FREDw Economic Data

Home > Categories > National Accounts > National Income & Product Accounts > GDPYCMNP > G

Gross Domestic Product (GDP)

Download Data

Source(s): Us. Bureau of Economic Analysis
Release: Gross Domestic Product
Units: | Percent change b

Déscrlpuon of'grm.\r(h rate formulas

Frequency: Aggregation Method: | Average 'f
Date Range: [1eg1-01-01 |to[2015-12-31

File Format: [Excel .
Seasonal < v Adiusted A .
Adjustment: easonally Adjusted Annual Rate

Notes: BEA Account Code: A191RCI

Fifty excel files were then created in order to complete this analysis, with each excel file
contained the six stock market indexes along with five rows of data relating to the date the
GDP value was released. Each data file created was based on the date of the economic data
release, where two days before and after were taken as data to be analyzed. All fifty file
were then loaded into R where a cross-correlation matrix was conducted on all 50 datasets.

) Rstudio — O =
File Edit Code View Plots Session Build Debug Tools Help
Q- & - = |55 - | Addins - & Project: (None)
| Rscript7.R 13 correlation.R “yuL oo 3] R-Scripts.R @ Rseript3.R % 22 =[] Environment  History =0
= ol i Filter % [ | [#*Import Dataset~ | & list~ | (&
DowJones 5.P.500 Nasdaq.100 FTSE Nikkei SSE 1 Global Environment ~
DowJones 1.00000000 -0.5519234  -0.66424606 031611274 -0.1040200 0.05466456 = JANZULS-CSV 5 0bs. o & variables =
S.P.500 -0.55192338 1.0000000 0.01553771 0.12679750 -0.6443245 -0.24880658 JuL_00 num [1:6, 1:6] 1 -0.352 -0.6.. [J
o - : : : : - JuL_01 num [1:6, 1:6] 1 0.83 -0.468. [
Nasdaq.100 -0.66424606 0.9155377 1.00000000 0.07828123 -0.5600452 -0.36130602 JUL_02 num [1:6, 1:6] 1 0.947 0.868. | |
FTSE 0.31611274 0.1267976 0.07828123 1.00000000 -0.7703808 -0.58401078 JuL_os3 num [1:6, 1:6] 1 0.9947 0.04.. ]
. . -
Nikkei -0.10402000 -0.6443245  -0.56004518 -0.77038082 1.0000000 0.72460456 JuL_04 num [1:6, 1:6] 1 0.894 0.527.. []
JuL_05 num [1:6, 1:6] 1 0.695 0.692.. [ |
SSE  0.05466456 -0.2488066  -0.36130602 -0.88401078 0.7246046 1.00000000 JuL 086 num [1:6, 1:6] 1 0.978 0.883. |
< 5 JuL_o7 num [1:6, 1:6] 1 0.97 0.698 .. [
S —————— JUL_08 num [1:6, 1:6] 1 0.633 0.317.. [
owin o o entries
2 JuL_09 num [1:6, 1:6] 1 0.971 0.927.. ||
T _— JuL_10 num [1:6, 1:6] 1 0.957 0.865.. [ |
i e e ey R JuL_11 num [1:6, 1:6] 1 0.951 0.544. [
= ) JuL_12 num [1:6, 1:6] 1 0.173 -0.28.. [
> JAN_l4<-cor(as.matrix(JaN2014.cs5v)) JuL_13 num [1:6, 1:6] 1 0.997 0.978_ [ ] .
> JUL_l4<-cor{as.matrix{JuL2014.csv))
>
> JAN_15<-cor (as.matrix(JANZ2015.csv)) = | PTETIE | D | s =0
= JUL_15<-cor {as.matrix(JuL2015.csv)) | Export ~
= view(JuL 007

Generating cross-correlation matrix for all 50 files

Results from correlation matrix were merged in an excel file with the original GDP for further
observation and visual analysis.


https://fred.stlouisfed.org/series/GDP/downloaddata

|pate % CHANGE IN GDP GROWTH FTSE | NIKKEI | SSE |]DAIE % CHANGE IN GDP GROWTH FISE | MIKKEl |SSE
| 1991-01-01 12| 046861 -0.83677 062731 || 20050101 3.4/ -097426| 0.99547| 0.79965
1991-07-01 25| 096555/ -0.97902| 058811 .| 200507-01 31| 03761/ -097243| 026075
| 1992-01-01 3.0/ -0.28775| -0.68451| 096032 || 2006-01-01 32| -03105|-067761| -0.50681
| 1992-07-01 3.2| 095978 -0.99082| 091051 i 2006-07-01 19 024615 -0.99465 0.12502
| 1993-01-01 2.2 -0.90923| -0.15766| -0.14514 | 2007-01-01 24| -059%41| 081938 -0.85995
| 1993-07-01 26| 094053 -0.99587| 09143 || 2007-07-01 21| 036418 -0.63687| 0.0745
| 1994-01-01 34| 047301 0.63199| 066872 (| 2008-01-01 08!-062614 01623 -05701
:,; 1994-07-01 29| 0.61613|-0.99362| 0.37995 1| 2008-07-01 03| -055495| -0.23605/ -0.58885
(| 1995-01-01 22| -0.60244| -096167| 064123| T p09:0101 23| 048297] 086356] 05344
g imﬁ ;‘; 4’;’;{:: :-m gﬁ | 20000701 08 047304| 075324 0.78903
g : i| 201001-01 21 069252/ 0.71068| 031848
| 1996-07.01 3.1] 072445| 094707 -087478] T R T T
| 19970101 3.1]-028872| 084089 0.12341) {0 i s o
(| 1997-07-01 3.1| 097437 -097908| 088077 il o] e
i| 1998-01-01 23| 069575 -0.86599) 068102 - :
1| 1098-07-01 33| 0.90776| 099546 096052 o-2i20L-01 23] 4500 05604 00559
| 1999-01-01 20| 089933 095144 -08808 L 2020701 13| -08131) 033258 056118
i| 199907-01 33| 024584] 093927) 035071, | 20130101 15| 0.51689) -0.84012) -0.35841
(| 2000-01-01 34| 023041 -0.77672| -028185| .| 2015-07-01 22| 072882 -0.98716| -0.60342
I 2000-07-01 26| 031611] -0.10493| 005466, | 2014-01-01 17| 052922| 082544 -0.20936
| 2001-01-01 15 -0.96416 -0.86336| 030063 .| 2014-07-01 28| 0702| 095038 020538
i 2001-07-01 09| 056887/ 095607 04552 | 2015-01-01 15| 0.61442| -0.68774| -0.70426
'| 2002-01-01 20| 032071 -0.88984| 029631 | 2015-07-01 16] 0647 044861 0.73729
i| 2002-07-01 1.7) 0.10926 -0.86962| 0.16414
i| 2003-01-01 21| 035776 -0.9734| -0.68944
‘| 2003-07-01 37| 0.66566| -0.90948| 072546
i| 2004-01-01 3.1| -0.54876/ -0.77692 -0.15294
LL_2004.07.01 31 NK1043) NRN7RS! N 17997

Three non-US stock markets were used to examine correlation movement with the
Dowjones based on the release date of US GDP growth data. Graphs for examination were
created in excel.

ARIMA Implementation

Steps:

1. Visualize the time series —The data is plotted to identify and understand trends

(seasonality). The plots indicated a few sudden changes and indicated no real
abnormal changes. Sudden drops were not considered particularly significant and
may be attributed to global economic factors.




stock_full8

14000
|
110

Date
|
ftse

8000

4560 60 80

dow
1560
|
300

nikkei

20

0

! ! ! ! ! ! !
0 1000 2000 3000 4000 5000 6000
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Time

30

s.p
10 15 20 250
| | |
sS85
B0 150
| |

10
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Time

*Time scale is based on date count

2. Check stationarity of the data and Plot ACF and PACF — The data was tested to
ensure stationarity. The augmented Dickey-Fuller test was applied in this
instance. Each stock index being used in this research was taken as a separate
variable and the Dickey-Fuller test applied to each. The Dickey-Fuller test is used
to test the null hypothesis of no stationarity of an ARIMA process against the
alternative that stationarity does exist (Cheung and Lai, 1995). ACF and PACF
plots are done to determine the optimal parameters and possible candidates for
the models. They also visually show the stationarity of the variables being
forecast and can plot along with performing the Dickey-Fuller. The results were
as follow:

Null hypothesis: There is no stationarity

Alternative hypothesis: There is stationarity

> adf.test(x, alternative="stationary")

data: stock_train2Sdow

Dickey-Fuller = -1.6634, Lag order= 17, p-data: stock_train2Snas

value =0.7209 Dickey-Fuller = -1.7793, Lag order =17,
alternative hypothesis: stationary p-value = 0.6718

alternative hypothesis: stationary
data: stock_train2Ss.p
Dickey-Fuller = -1.5345, Lag order=17, p -data: stock_train2Sftse

value = 0.7755 Dickey-Fuller = -2.6041, Lag order=17, p-value

alternative hypothesis: stationary =0.3225



alternative hypothesis: stationary

data: stock_train2Ssse
data: stock_train2Snikkei Dickey-Fuller =-2.993, Lag order = 17, p-value
Dickey-Fuller = -1.887, Lag order = 17, p-value= 0.1578
=0.6262 alternative hypothesis: stationary

alternative hypothesis: stationary

The results of the Dickey-Fuller test revealed all the variables having a large p-value, which
resulted in the null hypothesis not being rejected, thus is not stationary.

Series stock_train2$dow Series stock_train2$s.p
y 23 IIERE i
3 - 8 -
[«] 10 20 K 0 W 20 X
Lag Leg
Series stock_train2$dow Serles stock_train2$s.p
5]
g S < 33
E o 3 § o 3L,
< T T T T T T ¥ a © T T T T 1 1 ]
0 S W 15 20 25 N I O S 10 15 20 25 N 35
L2 (L)
Series stock_train2$nas Series stock train2Sfise
g @ 7 e =
[ = =1
- CE.- |||||||
= a
o 10 20 kN 0 10 20 3
Lag Lag
Series stock_train2§nas Series stock train2Sfise
L L
E E - 3 E .
] . = 3
T a =l N T o 7
g =7 T T T T T T T g o© 7§ i f T T T T T
] a 1MW 1 20 25 0 B ] 5 1 15 M 25 30 35
Lag Leg
Seres stock_trainZfnlkkel Serles stock train2Ssse
m
§ 23 L 5 =3
=] 7 = 3
L=1
a 10 20 0 ] 10 = an
Lag Lap
Series stock train2$nikkei serias stock_trainzssse
E g 3 E S
E g :. T T T T g% g =| T T T T T T T

-]
th
-
=
-
h
B
&
m
=]

T T T
o 5 10 15 an 25 30 35
Lagy Lag

a5

The ACF plots for each variable confirms Dickey-Fuller test results, also indicating non-
stationarity, showing ACF not tailing off quickly. This meant that the application of
differencing was needed in order to get it stationary. Differencing function in R was used



which works by taking each observation and differencing it from the one previous to it.
Another Dickey-Fuller test was then reapplied to check for stationarity along with ACF and
PACF plots. The results are as follow:

>adf.test(d.x, alternative="stationary")

data: d.dowf2

Dickey-Fuller = -18.755, Lag order = 17, p-
value =0.01

alternative hypothesis: stationary

data: d.s.pf2

Dickey-Fuller = -18.186, Lag order = 17, p-
value = 0.01

alternative hypothesis: stationary

data: d.nasf2

Dickey-Fuller = -17.218, Lag order = 17, p-
value = 0.01

alternative hypothesis: stationary

data: d.ftsef2

Dickey-Fuller = -18.398, Lag order = 17, p-
value = 0.01

alternative hypothesis: stationary

data: d.nikkeif2

Dickey-Fuller = -17.674, Lag order = 17, p-
value = 0.01

alternative hypothesis: stationary

data: d.ssef2

Dickey-Fuller = -16.397, Lag order = 17, p-
value =0.01

alternative hypothesis: stationary



The results of the Dickey-Fuller test now shows all variables having a very small p-value,
which resulted in the null hypothesis being rejected and the conclusion that stationarity
does exist.
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Again the ACF plots confirm the Dickey-Fuller test showing that there is stationarity with the
data. The plots for each index shows significant trends within the data.



3. Build Model- The ACF and PACF plots were used to select the optimal models for
fitting the data. Here it was determined that the ARIMA (1,0,1) and ARIMA (2,0,2)
will be used to find the best model fit.

ARIMA 1,01 ARIMA 2.0.2

arima(x =stock_dow, order = (1, 0, 1)) arima(x = stock_dow, order = c(2, 0, 2))
AIC=19133.22 AIC=19135.77

arima (x = stock_sp, order= (1, 0, 1)) arima(x = stock_sp, order = ¢(2, 0, 2))
AIC=4371.56 AIC =-4376.64

arima(x =stock nas, order =c(1, 0, 1)) arima(x = stock_nas, order = ¢(2, 0, 2))
AIC=8045.34 AIC = 8047.65

arima(x = stock_fise, order = (1,0, 1)) arima(x = stock ftse, order = (2,0, 2))
AIC=1335722 AIC=13340.58

arima(x = stock_nikkei, order =c(1, 0, 1)) arima(x = stock_nikkei, order =¢(2, 0, 2))
arima(x =stock sse, order =C(l 0 1)) anmdx = SIOCI(_SSC, order = c(2 0, 2))
AIC=1121123 s AIC=11215.37

The AIC values for all ARIMA models were compared with the model having the smallest AIC
value chosen as the best model. ARIMA (1,0,1) was determined better suited for 4 of the
Dow, Nasdag, Nikkei and SSE, while ARIMA (2,0,2) worked best for the S&P and FTSE.

4. Make Prediction

Forecasts from ARIMA(1,0,1) with non-zeromean  Forecasts from ARIMA(2,0,2) with non-zero mear Forecasts from ARIMA(4,0,1) with zero mean

L

i

-0 05 00 05 10 15

T T T T T T T
T I 1 1 T T T

T T T T T I O 000 W00 000 4000 B0 600 0 1000 2000 3000 4000 S000 G000
0 1000 000 3000 4000 5000 6000

NASDAQ
SEP

DOWIONES

Forecasts from ARIMA(2,0,2) with zero mean Forecasts from ARIMA(1,0,1) with non-zero mean Porecasts from ARIMA(1,0,1) with zéro mean

il
10

L
1

-5

T T T T T T T T T T T T T T

O 1000 2000 2000 4000 000 GOOO 0 1000 2000 3000 4000 5000 G000 0 1000 2000 3000 4000 5000 6000

FTSE HIKKE] S5

Results of the ARIMA forecast showing a straight line. This is not the results that were
anticipated, however, it is a result.

Using the System




ARIMA — ARIMA’s implementation required a number of steps to be followed in order to
successfully analyze the data and make a forecast.

First, the normalized data was plotted to identify trends that may exist.

Second, since ARIMA requires stationarity of the data, Dickey-Fuller test was
applied along with ACF and PACF plots to check for stationarity. The Dickey-Fuller
test was performed using adf.test(x, alternative="stationary"), without specifying
the number of additional lags k as its inclusion did not make a difference on the
results. After the Dickey-Fuller. Differencing was also conducted where data was
found to be non-stationary, with a second Dickey-Fuller test being applied
afterward.

Third, models are built based on results from the plot and the optimal model fits
chosen based on the best AIC calculated by each model. The models were trained
on data spanning 20 years and then 4 years of data used to validate prediction
accuracy.

Forecast time series.

Evaluation of results will be done by accessing the results from the forecast plots
and by comparing forecast figures with validation set figures.

Design Workflow

= = oe

Flow Description



R-Script

Anicia Lafayette-Madden
15006590
MSc in Data Analytics

##IMPORT STOCK FILES INTO R (6 files)
folder <- "C:/Users/Nerine/Desktop/STOCK/"  # path to folder that holds multiple .csv files
file_list <- list.files(path=folder, pattern="*.csv") # create list of all .csv files in folder

# read in each .csv file in file_list and create a data frame with the same name as the .csv file
for (i in 1:length(file_list)){
assign(file_list[i],
read.csv(paste(folder, file_list[i], sep=""))

)}

##tInstall package for use

install.packages("tseries")

library('tseries')

install.packages("dplyr")

install.packages("xts") ##(zoo package was needed for replacing mi data)
library(xts)

install.packages("forecast")

library(forecast)

library(dplyr)

library(ggplot2)

##Merge stock index prices by date

stockl <- merge(Dow.csv, SP.csv, by="Date", all.x = TRUE)
stock2<- merge(stock1, Nasdaq.csv, by="Date", all.x = TRUE)
stock3 <- merge(stock2, FTSE.csv, by="Date", all.x = TRUE)
stock4<- merge(stock3, Nikkei.csv, by="Date", all.x = TRUE)
stock_full <- merge(stock4, SSE.csv, by="Date", all.x = TRUE)

### Put in order of date and convert date variable from factor to date format:
stock_full2<- stock_full[order(as.Date(stock_fullSDate, format="%d/%m/%Y")),]

##Replace missing values with mean of the row above and below
stock_full2SFTSE <- na.approx(stock_full2SFTSE)
stock_full2SNikkei <- na.approx(stock_full2SNikkei)
stock_full2SSSE <- na.approx(stock_full2$SSE)

#i#tCalculate mean for each day for all the indexes
stock_full2SMean <- rowMeans(stock_full2[,2:7])

##Convert data points to a percentage value of the mean
stock_full3<- stock_full2  ### making a copy

stock_full3Sdow <- (stock_full3SDow/stock_full3$Mean)*100
stock_full3Ssp<- (stock_full3$SP/stock_full3$Mean)*100
stock_full3Snas <- (stock_full3SNasdag/stock_full3SMean)*100
stock_full3Sftse <- (stock_full3SFTSE/stock_full3$Mean)*100
stock_full3Snikkei <- (stock_full3SNikkei/stock_full3$Mean)*100
stock_full3Ssse <- (stock_full3$SSE/stock_full3$Mean)*100

##0Omit columns not needed create one copy with the date column
stock_full4 <- stock_full3[c(9,10,11,12,13,14)]
stock_full5 <- stock_full3[c(1,9,10,11,12,13,14)]



##Generate correlation matrix
stockcor5<-cor(as.matrix(stock_full4))

##Split data into training and validation sets
stock_train <- stock_full5[1:5291,]

stock_val <- stock_full5[5292:6296,]
stock_train2 <- stock_train ## make a copy

ARIMA IMPLEMENTATION

Steps:

1. ##Visualize the time series

stock_plot <- stock_full5 ## make copy of table for plotting
plot.ts(stock_plot, main = "Time Series plot")

2. Check stationarity of the data using Dickey-Full test and generate ACF/PACF plots

##Plot each index

par(mfrow=c(2,1)) par(mfrow=c(2,1))
acf(stock_train2Sdow) acf(stock_train2$ftse)
pacf(stock_train2Sdow) pacf(stock_train2Sftse)
par(mfrow=c(2,1)) par(mfrow=c(2,1))
acf(stock_train2Ssp) acf(stock_train2Snikkei)
pacf(stock_train2Ssp) pacf(stock_train2Snikkei)
par(mfrow=c(2,1)) par(mfrow=c(2,1))
acf(stock_train2$nas) acf(stock_train2$sse)
pacf(stock_train2$nas) pacf(stock_train2$sse)

##Apply Dickey-Fuller test to check if series if stationary
adf.test(stock_train2Sdow, alternative="stationary")
adf.test(stock_train2Ssp, alternative="stationary")
adf.test(stock_train2Snas, alternative="stationary")
adf.test(stock_train2Sftse, alternative="stationary")
adf.test(stock_train2Snikkei, alternative="stationary")
adf.test(stock_train2Ssse, alternative="stationary")

##Apply differencing to non-stationary series to make it stationary
dow2<- stock_train2Sdow
d.dowf2 <- diff(dow2)

sp2<- stock_train2$sp

d.spf2 <- diff(sp2)

nas2<- stock_train2$nas
d.nasf2 <- diff(nas2)

ftse2<- stock_train2S$ftse
d.ftsef2 <- diff(ftse2)
nikkei2<- stock_train2Snikkei
d.nikkeif2 <- diff(nikkei2)
sse2<- stock_train2S$sse
d.ssef2 <- diff(sse2)

#Re-apply Dickey-Fuller test to check data again if stationary

adf.test(d.dowf2, alternative="stationary")
adf.test(d.spf2, alternative="stationary")



adf.test(d.nasf2, alternative="stationary")
adf.test(d.ftsef2, alternative="stationary")
adf.test(d.nikkeif2, alternative="stationary")
adf.test(d.ssef2, alternative="stationary")

## Plot ACF and PACF for difference data

par(mfrow=c(2,1))
acf(d.dowf2)
pacf(d.dowf2)

par(mfrow=c(2,1))
acf(d.spf2)
pacf(d.spf2)

par(mfrow=c(2,1))
acf(d.nasf2)
pacf(d.nasf2)

par(mfrow=c(2,1))
acf(d.ftsef2)
pacf(d.ftsef2)

par(mfrow=c(2,1))
acf(d.nikkeif2)
pacf(d.nikkeif2)

par(mfrow=c(2,1))
acf(d.ssef2)
pacf( d.ssef

3. Build Model — Build three model each using the differenced data. Then choose the best one

based on its AIC value.
##ARIMA 1,0,1

fit_dow2 <- arima(d.dowf2, c(1, 0, 1))
print(fit_dow2)

fit_sp2 <- arima(d.spf2, c(1, 0, 1))
print(fit_sp2)

fit_nas2 <- arima(d.nas2, c(1, 0, 1))
print(fit_nas2)

fit_ftse2 <- arima(d.ftsef2, c(1, 0, 1))
print(fit_ftse2)

fit_nikkei2 <- arima(d.nikkeif2, c(1, 0, 1))
print(fit_nikkei2)

fit_sse2 <- arima(d.ssef2, c(1, 0, 1))
print(fit_sse2)

4, Prediction

##Forecast

##ARIMA 2,0,2

fit_dow3 <- arima(d.dowf2, c(2, 0, 2))
print(fit_dow3)

fit_sp3 <- arima(d.spf2, c(2, 0, 2))
print(fit_sp2)

fit_nas3 <- arima(d.nasf2, c(2, 0, 2))
print(fit_nas3)

fit_ftse3 <- arima(d.ftsef2, c(2, 0, 2))
print(fit_ftse2)

fit_nikkei3 <- arima(d.nikkeif2, c(2, 0, 2))
print(fit_nikkei3)

fit_sse3 <- arima(d.ssef2, c(2, 0, 2))
print(fit_sse3)

forecast<- forecast(fit_dow2, h=1005) # h indicating the number of days being forecast

forecast2<- forecast(fit_sp3, h=1005)
forecast3<- forecast(fit_nas2, h=1005)
forecast4<- forecast(fit_ftse3, h=1005)
forecast5<- forecast(fit_nikkei2, h=1005)
forecastb<- forecast(fit_sse2, h=1005)

#i#Plot Forecast

forecast<- plot(forecast(fit_dow2, h=1005))
forecast2<- plot(forecast(fit_sp3, h=1005))
forecast3<- plot(forecast(fit_nas2, h=1005))
forecast4<- plot(forecast(fit_ftse3, h=1005))



forecast5<- plot(forecast(fit_nikkei2, h=1005))
forecast6<- plot(forecast(fit_sse2, h=1005))

CORRELATION IMPLEMENTATION

##IMPORT FILES ON GDP FIGURES INTO R (50 files)

folder <- "C:/Users/Nerine/Desktop/GDP/"  # path to folder that holds multiple .csv files
file_list <- list.files(path=folder, pattern="*.csv") # create list of all .csv files in folder

# read in each .csv file in file_list and create a data frame with the same name as the .csv file

for (i in 1:length(file_list)){
assign(file_list[i],

read.csv(paste(folder, file_list[i], sep="))

)}

##Generate cross-correlation matrix for all 50 data frames

JAN_91<-cor(as.matrix(JAN1991.csv))
JUL_91<-cor(as.matrix(JUL1991.csv))

JAN_92<-cor(as.matrix(JAN1992.csv))
JUL_92<-cor(as.matrix(JUL1992.csv))

JAN_93<-cor(as.matrix(JAN1993.csv))
JUL_93<-cor(as.matrix(JUL1993.csv))

JAN_94<-cor(as.matrix(JAN1994.csv))
JUL_94<-cor(as.matrix(JUL1994.csv))

JAN_95<-cor(as.matrix(JAN1995.csv))
JUL_95<-cor(as.matrix(JUL1995.csv))

JAN_96<-cor(as.matrix(JAN1996.csv))
JUL_96<-cor(as.matrix(JUL1996.csv))

JAN_97<-cor(as.matrix(JAN1997.csv))
JUL_97<-cor(as.matrix(JUL1997.csv))

JAN_98<-cor(as.matrix(JAN1998.csv))
JUL_98<-cor(as.matrix(JUL1998.csv))

JAN_99<-cor(as.matrix(JAN1999.csv))
JUL_99<-cor(as.matrix(JUL1999.csv))

JAN_00<-cor(as.matrix(JAN2000.csv))
JUL_00<-cor(as.matrix(JUL2000.csv))

JAN_01<-cor(as.matrix(JAN2001.csv))
JUL_O1<-cor(as.matrix(JUL2001.csv))

JAN_02<-cor(as.matrix(JAN2002.csv))
JUL_02<-cor(as.matrix(JUL2002.csv))

JAN_03<-cor(as.matrix(JAN2003.csv))
JUL_03<-cor(as.matrix(JUL2003.csv))

JAN_04<-cor(as.matrix(JAN2004.csv))
JUL_04<-cor(as.matrix(JUL2004.csv))

JAN_05<-cor(as.matrix(JAN2005.csv))
JUL_05<-cor(as.matrix(JUL2005.csv))

JAN_06<-cor(as.matrix(JAN2006.csv))
JUL_06<-cor(as.matrix(JUL2006.csv))

JAN_07<-cor(as.matrix(JAN2007.csv))
JUL_07<-cor(as.matrix(JUL2007.csv))

JAN_08<-cor(as.matrix(JAN2008.csv))
JUL_08<-cor(as.matrix(JUL2008.csv))

JAN_09<-cor(as.matrix(JAN2009.csv))
JUL_09<-cor(as.matrix(JUL2009.csv))

JAN_10<-cor(as.matrix(JAN2010.csv))
JUL_10<-cor(as.matrix(JUL2010.csv))

JAN_11<-cor(as.matrix(JAN2011.csv))
JUL_11<-cor(as.matrix(JUL2011.csv))

JAN_12<-cor(as.matrix(JAN2012.csv))
JUL_12<-cor(as.matrix(JUL2012.csv))

JAN_13<-cor(as.matrix(JAN2013.csv))
JUL_13<-cor(as.matrix(JUL2013.csv))

JAN_14<-cor(as.matrix(JAN2014.csv))
JUL_14<-cor(as.matrix(JUL2014.csv))

JAN_15<-cor(as.matrix(JAN2015.csv))
JUL_15<-cor(as.matrix(JUL2015.csv))



