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1 Introduction

The Configuration handbook is a report that provides a step-by-step manual for creation,
setup, implementation, and deployment of project ‘Online News Popularity Prediction
using LSTM and Bi-LSTM’ presented in technical report.The purpose of this record is to
aid through each step to obtain the preferred output, which can be furnished within the
technical record. The whole undertaking is built with a variety of libraries, hardware,
and software combinations.

1.1 Project Overview

The project objective is to predict the popularity of online news articles. The dataset,
articles published by mashable.com, for the experiments is extracted from UCI machine
learning repository. Recurrent Neural Network models, LSTM and Bi-LSTM, are used
in this classification problem. .

2 Pre-requisites

The following are the prerequisites: The software and hardware configurations are presen-
ted below. To train the model for such a large image datasets, the GPU (Graphics
Processing Unit) is required.

2.1 Hardware Requirements

• Processor Required: Intel(R) Core(TM) i5-10210U CPU @ 2.50GHz 1.60GHz, 2112
Mhz, 4 Core(s), 8 Logical Processor(s)

• RAM: 8GB

• System Type: 64 bit Operating Systems

• ROM: 1TB HDD

• Operating System: Windows 10
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2.2 Software Requirements

1. Python Libraries listed below.

Figure 1: Python Libraries Used
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2. Web Browser: The Google Chrome web browser version 87.0.4280.88 was used .
Earlier versions of Google Chrome failed to support colab notebook.

3. Google Colaboratory (colab) IDE: This project is built with Google Colaboratory
(colab) IDE, a free cloud service product by google allowing numerous Artificial
Intelligence (AI) libraries, powerful GPU and TPU.

4. Google Colaboratory (colab) IDE: This project is built with Google Colaboratory
(colab) IDE, a free cloud service that supports numerous Artificial Intelligence (AI)
libraries.

3 Data Collection

The Datasets for this project is collected from UCI Machine Learning Repository. Steps
for collecting the data are below:

• First the file is downloaded and stored in google drive Figure 2

Figure 2: Dataset in UCI

• Google Drive is then mounted onto Google Colab, as the data for the experiment
is stored on it. Figure 3

Figure 3: Mounting Google Drive onto Google Colab

The dataset, containing the list of articles published was published in 2 years, by
mashable.com.
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4 Data Preprocessing & Exploratory Data Analysis

4.1 Preprosessing

The data was already preprocessed by K. Fernandes et al. There are slight modifications
to be done for making it ready for exploratory data analysis. Dropping ’url’ ’timedelta’
and using ’ shares’ (a space character at the left) as a space character is appended to the
left in the column headers.

Figure 4: Data Pre-processing

4.2 Exploratory Data Analysis

Data is explored in depth to analyse the attributes, their statistics like distribution and
correlation. Few of the visuals can be seen in Figure 5 and Figure 6

Figure 5: Data by News Channel
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Figure 6: Popularity by n non stop unique tokens

5 Feature Selection

Six feature sets are used in the experiment - traning and testing the model with LSTM
and Bi-LSTM models.

Figure 7: Feature Selection

6 Model Implementation

The models employed in predicting the news popularity are LSTM and Bi-LSTM, with
and without Autoencoder.

The steps are as follows:

• Split the test and train data in the ratio 70/30 - Figure 8

• Deal with class imbalance by using the oversampling, SMOTE technique - Figure 9

• Reshape the dataset as required - Figure 10

• Apply the model
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Figure 8: Train-Test Data Split

Figure 9: Dealing Class Imbalance

Figure 10: Reshaping after Treating Class Imbalance
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6.1 Model 1: LSTM

Applying LSTM Model for the dataset considering the six combinations of features

Figure 11: LSTM model

7



6.2 Model 2: Bi - LSTM

Applying Bi-LSTM Model for the dataset considering the six combinations of features

Figure 12: Bi-LSTM model
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6.3 Model 3: Autoencoder LSTM

Applying Autoencoder LSTM Model for the dataset considering the six combinations of
features

Figure 13: Encoder LSTM model
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6.4 Model 4: Autoencoder Bi - LSTM

Applying Autoencoder Bi-LSTM Model for the dataset considering the six combinations
of features

Figure 14: Encoder Bi-LSTM model
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