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1 Introduction

The goal of this paper is to provide a quick overview of the processes required in putting
this project into action. The main objective of this research was to test the efficiency of
the proposed approach of using CT-GAN for the data augmentation method to handle
class imbalance issues in credit card fraud prediction tasks. We have implemented the
proposed architecture with help of 3 different classifiers and tested the performance of
the same for both unbalanced and with balanced data. The subsequent sections of this
handbook discuss the tools and strategies that were utilized to achieve the defined goals.

2 System Specification

The system configuration on which research work has been carried out is mentioned
below.

• Operating System: Windows 10 Home

• System Type: 64 bit

• Installed Memory (RAM): 16 GB

• Hard Drive: 500 GB SSD

• Processor: Intel® Core™ i5-9300H CPU @ 2.40GHz

• GPU: GeForce GTX 1650 - 4GB

3 Tools and Technologies

The Python programming language was utilized to complete this project, with Google
Colaboratory serving as the coding platform for developing and processing our code.
Google Colaboratory is a free cloud platform provided by Google. It is free for usage and
provides free access to GPU/TPU for python coding.

• Python 3.7.11
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4 Environmental Setup

As mentioned above, we have used Google Colaboratory for the development of this
research, which does not require any environmental set-up on a local machine. The
following steps could be followed to configure and run the coding files associated with
this research. Step 2 and 3 are alternatives to each other, and either one should be
followed. After Initialization of the session, the runtime type should be changes to GPU
for faster processing. 1

Figure 1: Step 1: Google search for ’google colab’

Figure 2: Step 2: Open an existing Jupyter Notebook or create a new one.

Figure 3: Step 3: Upload an existing Jupyter notebook from the local system.

1https://colab.research.google.com/notebooks/intro.ipynb?utm_source=scs-index#

recent=true
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5 Data Selection and Collection

The dataset utilized in this research has been fetched from the open-source dataset plat-
form Kaggle which is a public repository. The source URL of the data is given below.
Also, the features of the selected dataset are discussed below.2

Figure 4: kaggle Dataset

Figure 5: Data Description

The selected dataset has 31 columns, out of which 28 columns are resulting com-
ponents of PCA transformation. PCA transformation is carried out for hiding sensitive
customer information. Time and amount are only non-transformed features present in
data. We have a binary target variable-’Class’.

2https://www.kaggle.com/mlg-ulb/creditcardfraud
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6 Implementation

6.1 Installing and Importing Required Packages

In this section of code, we have installed all the required packages for this research. All
the packages are installed and imported in the coding environment using ’pip’. Figure:-
6,7

Figure 6: Installing required packages

Figure 7: Importing installed packages
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6.2 Importing selected Data from Kaggle

For getting our data, we have used kaggle API to remove the dependency of uploading
the data into code each time. The code for the same is as given below. Figure:- 8

Figure 8: Importing dataset from kaggle

6.3 Exploratory Data Analysis

It is important to understand the patterns and nature of data before going ahead with
any pre-processing step. We have done exploratory data analysis using visualizations in
this section. The code for the same is as following. Figure:- 9

Figure 9: Understanding Features in dataset
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To understand the distribution of the target variable, we have used a bar graph
from Matplotlib package. The following code snippet gets the plot of target variable
distribution. Figure:- 10, 11

Figure 10: Getting distribution of target feature

Figure 11: distribution of target feature

To understand the correlation between features of data, we are using correlation mat-
rix. We have also plotted correlation matrix for subsample of original data to understand
the correlations between feature more accurately. Figure:- 12, 13,14

To understand the distribution and nature of all the features, we have used the data-
prep package from Pandas to get an automatic report for our data. Figure:- 15
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Figure 12: Correlation matrix for original dataset

Figure 13: Getting subsample of data

Figure 14: Correlation matrix for subsample of data
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Figure 15: Auto explanatory analysis

6.4 Data Cleaning and Preprocessing

Data cleaning is one of the most important stages in the data analysis process. We are
checking for any missing or duplicate values in our data and removing the same from the
data. Also, we are scaling our Time and Amount features to keep them at the same scale
as other variables. Figure:- 16

Figure 16: Data cleaning and preprocessing

6.5 Feature Selection

To get rid out non-required features from our data, we are using SelectKBest feature
selection technique from Scikit-learn package for getting most relevant features for our
further analysis. Below, given code explains the steps involved for getting the top 14 best
features from our dataset. Figure:- 17, 18, 19

To verify our selection of features, we are getting correlation between remaining fea-
tures. Figure:- 20
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Figure 17: Defining a function for selection of K best Features using SelectKBest method

(a) Scores for all features (b) List of selected features

Figure 18: feature selection: scores and features

Figure 19: Reduced dataframe after removal of redundant features
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Figure 20: Correlation between reduced dataframe

6.6 Data Split: Train, validation and Test

Once our data is ready for application of machine learning models, we are devising our
data into train, validation and test subsets for further usage. Figure:- 21

Figure 21: Splitting data into train, validation and test set

6.7 Case Study 1: Training Models on Unbalanced Data

Modelling is the most crucial part of our research work. For testing our proposed meth-
odology, we are training our selected models on unbalanced data and verifying their
performance using a validation dataset.
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6.7.1 Training Logistic Regression

In this section, we have trained our Logistic regression model on unbalanced data.

Figure 22: Training of logistic regression model on unbalanced data

6.7.2 Training Random Forest

In this section, we have trained our Random forest model on unbalanced data.

Figure 23: Training of Random forest model on unbalanced data

6.7.3 Training XGBoost Model

In this section, we have trained our XGBoost model on unbalanced data.
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Figure 24: Training of XGBoost model on unbalanced data

6.8 Data Augmentation and Balancing Using CT-GAN

Data augmentation using CT-GAN is the most crucial part of our research project. We
are using CTGAN package to generate synthetic samples of data and use for to balance
our training data set. The code used for implementation of CT-GAN is explained in this
section. Figure:- ??,??,??

Figure 25: Isolation of minority class samples from data for data augmentation
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Figure 26: Using CT-GAN for generation of synthetic minority class samples and merging
them to original data

Figure 27: Balanced training data after merging augmented data
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6.9 Case Study 2: Training Models on balanced Data

To verify the efficiency of our proposed approach to sole class imbalance using CT-GAN
we would be training another set of classifiers on balanced test data and validating their
performances on a validation dataset. The code used for training our models on balanced
data is as follows. Figure:- 28,29,30,31

Creating feature and target sets for training our models.

Figure 28: Creating feature and target set for training

6.9.1 Training Logistic Regression + CT-GAN

In this section, we have trained our Logistic regression model on balanced data.

Figure 29: Training of logistic regression model on balanced data

14



6.9.2 Training Random Forest + CT-GAN

In this section, we have trained our Random Forest model on balanced data.

Figure 30: Training of Random Forest model on balanced data

6.9.3 Training XGBoost Model + CT-GAN

In this section, we have trained our XGBoost Model on balanced data.

Figure 31: Training of XGBoost Model on balanced data

6.10 Testing Performance of All Models on Test Dataset

Once we have obtained both set of models: Trained on unbalanced data, trained on
balanced data, we are testing their performance on test set of data. We have collected the
performance parameters into a single dataframe for further visualization and summarized
results.
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Figure 32: Defining function and dataframe to collect the performance parameters for all
models

6.10.1 Testing Logistic Regression

In this section, we are testing our Logistic regression model using a test dataset.

Figure 33: Testing logistic regression model on test data.

6.10.2 Testing Logistic Regression + CT-GAN

In this section, we are testing our Logistic regression + CT-GAN model using a test
dataset.
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Figure 34: Testing logistic regression + CT-GAN model on test data.

6.10.3 Testing Random Forest

In this section, we are testing our Random Forest model using a test dataset.

Figure 35: Testing Random Forest model on test data.

6.10.4 Testing Random Forest + CT-GAN

In this section, we are testing our Random Forest + CT-GAN model using a test dataset.
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Figure 36: Testing Random Forest + CT-GAN model on test data.

6.10.5 Testing XGBoost Model

In this section, we are testing our XGBoost model using a test dataset.

Figure 37: Testing XGBoost model on test data.

6.10.6 Testing XGBoost Model + CT-GAN

In this section, we are testing our XGBoost + CT-GAN model using a test dataset.
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Figure 38: Testing XGBoost + CT-GAN model on test data.

6.11 Evaluation Using Visualization

In this section, we have summarized the various evaluation metrics calculated for each
mode after testing on the test dataset. Figure:- 39 shows the summarised metrics in a
single dataframe.

Figure 39: Summarized performance parameters

By using all the performance parameter collected into single dataframe we have used
bar graph to carry out comparative analysis. The code for bar plot is as Figure:- 40
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Figure 40: Code for plotting bar graph using values for all models.

By using all the TP and FP parameters collected into dataframe we have plotted a
AUC-ROC curve for further comparative analysis. The code for AUC-ROC is as Figure:-
41, 42

Figure 41: AUC-ROC curve graph for all models.
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Figure 42: AUC-ROC curve

7 Conclusion

The whole implementation procedure of this project has been outlined in a succinct,
thorough, and sequential way using the information presented in the preceding parts.
The needed packages have been indicated wherever they were used. All the codes are
commented and divided into sections for better readability.
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