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1 Introduction

Configuration manual aims to provide the system requirements like hardware, software,
programming language and workflow to run the code.

2 System Configuration

2.1 Hardware

• OS: Windows 10

• RAM: 16 GB

• Processor: intel core i5 8th gen

• Hard Disk: 1 TB

2.2 Software

• Anaconda: Python Jupyter Notebook

• Google Colab

3 Libraries required to be installed

The project is implemented locally on python using Jupyter notebook as IDE. Network
was train for 30 Epochs. Each Epoch could take 5 to 6 hours. To run smoothly and
increase the run time Google Colab Pro is recommended. Training time to train the
network can be reduced. It is important to import the following libraries in python for
smooth execution.

• pickle

• numpy

• glob

• keras

• music21

• pandas

• os

• matplotlib

1



4 Instructions to run the code

• Unzip all the files and place in directory Artefact.zip

• Figure.1 shows the directory after unzipping the files.

Figure 1: Directories where files are stored

• In the Artefact directory there is ”Dataset” directory contains 3 sub-directories.
Maestro folder contains all the files of Maestro dataset, Midi folder contains dataset
from Feel my sound website and Sample folder contains the sample on which the
model is implemented. This includes 20 of 2017 folder from Maestro dataset.

• In the Code directory, there is mlstm.ipynb file. Open that code file.

• At first all the important libraries are imported.Figure.2 shows the imported lib-
raries

Figure 2: importing libraries
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• Figure.3 shows the path of the dataset which need to be selected. In glob object
file path for the dataset need to be selected.

Figure 3: Selecting File path and Parsing Midi files

• In the Data folder ”note” file is present. note file holds the signatures of the music
from pickle of stored Midi files, which will be used with the weights generated by
the model. Figure.4 shows the file path of notes and flow of the code.
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Figure 4: File path to open notes from Data directory

• Figure.5 shows the model design which includes two LSTM layers by adding Mo-
mentum layer in to it.

Figure 5: Model design
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• In Figure.6 file path is given where the weights are stored. Separate folder is created
in Artifacts where the weights can be stored. In the Artifacts already generated
weights are stored which can be used and model can be designed with ”notes” file.
Model is trained in this step. Epochs can be changed depending on the machine
performance, 30 Epochs are given in this code for smooth execution which took 3
days to run the code.

Figure 6: Training model and generating weights

• In Figure.7 shows the loading of weights to get the sequences and generating the
output file. File path for loading weights need to change. The last generated weight
is the weight with the minimum loss. Weights generated by the model are stored
in Weights directory. Due to submission memory limits, weight with the minimum
loss is placed in the directory.
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Figure 7: Loading weights

• In Figure.8 shows the loading the weight and taking signatures from ”notes” file
and generating output file. The path needs to change for the output file and loading
notes data.

Figure 8: Generating output
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• Figure.9 shows the reading the output file for the analysis and further code shows
the visualisations of output file and the analysis.

Figure 9: Reading output file to for visualisations

• Sometimes the midi files does not support the normal media players present in the
system. These files need DAW or the special player to play the files. The same
can be played by using online midi player1. Figure.10 shows the representation of
output midi file on the online midi player.

Figure 10: Online Midi player

References
1https://onlinesequencer.net/import
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