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1 Hardware Requirements 
 

Windows 10 with a 64-bit operating system, an AMD Ryzen 5 4600HS with Radeon 

Graphics 3.00 GHz and 16 GB of RAM  were the computer configurations used for project 

the implementation. 

 

 
 

Figure 1: Hardware Configuration 

 

2 Software Requirement 
 

Throughout the research, we used the Python 3.8 to write all of the coding sections. We 

introduced Python codes using the Jupyter Lab on the Anaconda Navigator platform. The 

first thing we need to do is install the Anaconda App. The 64-bit version of the configuration 

file is imported as requirements change to be consistent with the 64-bit Windows OS.  
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Figure 2: Anaconda Specification 

 

The Anaconda Navigator opens from Start -> Anaconda Navigator after successful 

installation. The Jupyter Lab is installed in Anaconda Navigator and it can be launched from 

there itself. 

 

 
 

Figure 3: Overview of Anaconda Navigator 

 

 

3 Python Library Package Requirement 
 

The list of python package are installed using pip command in the python environmental 

command prompt, 

 

• tensorflow == 1.15.0 

• keras == 2.2.4 

• numpy 

• pandas 

• piglet 

• chatterbot 

• SpeechRecognition == 2.13 

• Scikit-learn 

• Matplotlib 

• Nltk 

• Gtts 

• Pickle 

• Seaborn 
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• PIL – Pillow 

• Np_utils 

• Joblib 

• Textblob 

• Nfx 

 

4 Dataset Description 
 

• The Fer2013 dataset can be download in Kaggle repository. Download URL – 

https://www.kaggle.com/ashishpatel26/facial-expression-recognitionferchallenge 

• Extract the FER2013.csv from the fer2013dataset.jar to data folder 

• DialyDialog can be download from http://yanran.li/dailydialog.html 

• Extract the files from ijcnlp_dailydialog.zip to data folder 

 

5 Data Preparation 
 

The notebook file 1.datapreparation.ipynb will be present in the same artifacts folders. In this 

file we can prepare the data transformation for input to model.  

 

• The fer.2013csv file read into data frame and examined some data transformations 

• Saved all the emotion images into data\test and data\train 

• For text analysis data/dialogues_text.txt and data/dialogues_emotion.txt are merged 

and save in data/dailydialog.csv 

 

 
Figure 4: Fer2013 CSV data 

 

6 Model Preparation 
 

The notebook file 2.face-cnn-model.ipynb, 3.CNN-CapsNet.ipynb, 4.NaiveBayes-test.ipynb  

will be present in the same artifacts folders. These files train the dataset according to their 

models. 

 

6.1 CNN Model Training 

 

• To train the fer2013 data, data understating is done again. 

• Data augmentation is done in the section. 

https://www.kaggle.com/ashishpatel26/facial-expression-recognitionferchallenge
http://yanran.li/dailydialog.html
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Figure 5: Image Data Augmentation 

 

• CNN model is defined and compiled. 

• Model is trained with 25 Epoch and 50 batch sizes. 

• Model is saved in “model/cnn_model.h5” 

• Accuracy of 52% is achieved 

• Accuracy plot is plotted. 

 

 
 

Figure 6: Training of CNN Model  

 

6.2 CNN-CapsNet Model Training 

 

• Capsule Layer is defined through several classes 

• Defining 2 Conv2d layer as CNN and append it in Capsule Layer 

• Split the data into Training and Testing 

• Augment the image before the model get its input 

• Model is trained and saved in data/cnn-capsnet_w.h5 

• Model accuracy is 85% with 5 epoch 

• Plotting is done after the model trained. 
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Figure 7: Loss Accuracy Plot for Train and Test Data 

6.3 Naive Bayes 

 

• Data imported and Exploration is done 

• Data cleaning, Sentiment Analysis, Keyword Extraction and Word Cloud 

• Build the feature from Test 

 

 
 

Figure 8: Build Feature from Text 
 

• Build the model and Evaluate 

• Model has accuracy 59% 

• Save the model and tokenizer 

 

 
Figure 9: Saving the model and vectorizer 
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7 Audio Chat Bot 
 

• Go to demo folder in the artifacts 

• There will many python files for the execution of the chatbot 

o Botcontroller.py – has the chatter library for chatbot  

o Chatbot.py – main file to run 

o Speech_to_text.py – speech convert to text 

o user_interface.py – pyglet UI design 

• Open “cmd” with admin 

• Install all the required python package listed before 

• Go to the artifact folder path and “cd demo” 

• Now execute the command “python chatbot.py” 

• It automatically takes the model from the model folder and start executing 

• Now you will be seeing three windows i.e cmd prompt, UI window, OpenCV camera 

Window. 

• Arrange the UI, camera window side by side to view it properly this Figure 10 
 

 
 

Figure 10: Staring of Audio Chat Bot 

 

• Now to speak with chatbot, you have to click ENTER key by selecting the cmd 

prompt. (ENTER key would trigger the mic to listen the user voice and take it as a 

input) 

• If u want close the you say “BYE”, chatbot will be closed. 

• Once the input is taken you might see the result in the UI screen like Figure 11. 

 

 
 

Figure 11: User Interface of the Audio Bot 


