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Classification of Eye Diseases using Hybrid CNN-

RNN Models. 
 

Mayuresh Londhe  

X20137265  
 

 

Abstract 

 

Early diagnosis of eye diseases is essential to prevent irreversible vision loss. The 

traditional method used by ophthalmologists is to manually screen, images captured of 

back of an eye called as fundus images. Patient care is being harmed by an increase in the 

number of patients and a scarcity of qualified ophthalmologists. This study focuses on 

classifying fundus images into different types of eye illnesses: cataracts, glaucoma, and 

retinal diseases. The Convolution Neural Network-Recurrent Neural Networks (CNN-

RNN) model has proven to be effective in a variety of disease classification challenges. 

The advantages of Transfer Learning and Long Short-Term Memory (LSTM) are 

combined in the proposed hybrid CNN-RNN models. Multiple different features are 

extracted from fundus images by Transfer Learning models, InceptionV3, 

InceptionResNetV2, and DenseNet169. The extracted features are classified using LSTM. 

The research is based on the Kaggle dataset, which comprises an imbalance number of 

images in each category. Therefore, augmentation approaches are used to balance the 

dataset. The performance of the models improved when trained and tested on increased 

and balanced data. The hybrid DenseNet169-LSTM model achieved the highest accuracy 

of 69.50% (87.40% specificity and 69.50% sensitivity).  

 

Keywords: CNN-RNN, Multi-class classification, Transfer Learning, Long Short-

Term Memory, Eye Diseases. K-fold Cross Validation. 
 

1  Introduction 
 

Sight, sound, smell, taste, and touch are the five primary senses used by the human body. 

Organs that help the human body achieve these senses are equally vital. These organs provide 

the ability to perceive the environment, out of this 80% of perception comes from the sense of 

Sight. Because of the importance of visual perception, it is vital to protect the eyes from 

diseases that could impair vision. The most commonly diagnosed diseases that cause serious 

vision impairment are cataracts, glaucoma, and retina diseases. According to a study by WHO 

(World Health Organization) common causes of blindness are 1) Cataract (47.8%) 2) 

Glaucoma (12.3%), and Retina Diseases (4.8%) (Acharya et al., 2006). These three types of 

diseases are responsible for more than 60% of the cases of blindness in humans.   

 

Cataracts are a disease that is associated with the lens of the eye. The formation of the cloudy 

area in the lens is an indication of Cataract formation. Initially, it will be small in size which 

gradually increases over time resulting in loss or blurry vision depending on the scale of the 

Cataract size. Glaucoma is an eye condition affecting the Optic Nerve. This Nerve forms the 

connection between the eye and brain, damage to this nerve causes vision loss. Glaucoma must 

be detected early since visual loss occurring in the later stages is irreversible. The retina, which 
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is a nerve layer at the back of the eye that is responsible for light sensing, is the photosensitive 

component of the eye. Vision loss occurs when this part of the eye is damaged. If retina diseases 

are not diagnosed early on, it may take longer to regain eyesight, which may necessitate 

repeated treatments. Figure 1, below shows the fundus images of a normal eye, an eye with 

cataracts, and those with glaucoma and retinal disease. 

 

    

Figure 1: Normal Eye, Cataract, Glaucoma and Retina Disease Fundus Image from (L to R) 

1.1 Research Motivation and Background 

 

According to (Dong et al., 2017), the Republic of China has 5 million cataract cases, which is 

increasing at a rate of 1 million cases per year. The figures from one country represent the 

global magnitude of the numbers. Although one million cataract procedures are conducted free 

of charge each year, 1.5 million cases of cataract are reported annually among the indigent 

population (Acharya et al., 2006).  
 

Diabetes, which leads to Diabetes Retinopathy, is one of the most common causes of retinal 

disorders. According to the World Health Organization's survey, there would be 435 million 

cases of diabetes worldwide by 2030 (Lyona et al., 2020). also report presented by International 

Diabetes Federation (IDF) states that, 415 million adults suffered diabetes worldwide and it is 

predicted to be reached at 645 million cases by the year 2040 (Nugroho et al., 2017). These 

growing numbers of diabetes patients would result in a greater number of patients suffering 

from retina diseases.  
 

Due to the unreliability of traditional automatic detection approaches, eye disease screening is 

currently done manually by an ophthalmologist. As a result, patient care is delayed (Omar et 

al., 2017). Manual diagnostic procedures used by an ophthalmologist are error-prone due to 

human intervention (Zaheer et al., 2019). A rising number of common eye diseases is a cause 

for concern; however, these diseases often develop with minimal symptoms at first. As a result, 

accurate early identification of eye diseases becomes extremely difficult. Fundus image 

examination carried out by hand is laborious and time-consuming. There is a scarcity of skilled 

experienced ophthalmologists in rural areas. Therefore, the development of automatic eye 

disease detection is necessary, which would result in faster diagnosis and improved accuracy 

(He et al., 2021). 
 

Various approaches for resolving the problem of disease identification have been presented by 

researchers. One type of research focused on identifying individual disease, while another 

focused at distinguishing different stages of individual disease based on severity. Recent 

studies have performed the multi-label and multi-class classification of eye diseases. The paper 

is based on multi-class classification of 4 classes. Researchers initially opted traditional 

machine learning algorithms such as Support Vector Machines (SVM), K-Nearest-Neighbours 

(KNN), K-Singular Value Decomposition (K- SVD) and Feature Vectors. Neural Networks 
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and Deep Learning was considered to extend and improve the results of traditional machine 

learning algorithms. Although, Ensemble of multiple deep learning models (Jiang et al., 2019), 

Dense Correlation (DC) network (Li et al., 2020) models achieved promising results for 

classification. Accurate classification of images is still a challenging task with regards to 

classification of multiple eye diseases.   
 

Therefore, this domain needs a solution that is robust and accurate when classifying multiple 

eye diseases. To achieve the goal, this paper presents a new approach for eye disease 

classification using the Hybrid CNN-RNN models. This would be integrating the advantages 

of CNN and RNN. Here CNN would act as a Feature Extractor for the Fundus Images and 

RNN would be used as a classifier.  

1.2 Research Question 

 

How well can the Hybrid CNN-RNN models classify the fundus images of the eye 

into 4 classes Normal, Cataract, Glaucoma, Retina Diseases? 

1.3 Research Objectives 

 

Objectives Description Metrics 

1 A critical review of existing Eye Disease 

classification methodologies. 

 

2 Data and Image Pre-Processing, Data Augmentation.   

3 Implementation of CNN for Feature Extraction on 

balanced and Imbalanced dataset. 

 

4 Implementation of RNN for Eye Diseases 

classification on balanced and Imbalanced dataset. 

 

5 Comparison of CNN-RNN models on Balanced and 

Imbalanced Dataset. 

Accuracy, Specificity,  

Sensitivity, Loss 

6 Comparison of CNN-RNN model with models 

implemented for Multiclass Classification by other 

research. 

Accuracy, Specificity,  

Sensitivity, Loss 

Table 1:  Research Objectives 

1.4 Plan of Paper 

 

Section 1 describes the Introduction and Motivation of the Research Topic; Section 2 explains 

the critical review of Related Work; Section 3 explains the Research Methodology. Section 4 

describes Design Specification. Section 5 contains Implementation and Evaluation. Section 6 

explains the comparison and results. Section 7 discusses the conclusion and future work.  
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2  Related Work 
 

This section of the paper provides the critical reviews of paper related to Eye diseases 

classification. Each Subsection discusses different group of methodology or techniques with 

their results.  

2.1 Classification of Eye Disease using Machine Learning  

 

Qiao et al. (2017) presented a model for cataract and non-cataract image classification that 

combines the advantages of SVM and Genetic Algorithm. Fundus images were divided into 16 

blocks by applying segmentation. Colour features of the images were extracted using 

Histogram Equalization, which captures the grey levels and dynamic range for each pixel. Gray 

Level Co-occurrence Matrix (GLMC) is used to perform the extraction of texture features. An 

angular second moment, contrast, entropy, correlation, and inverse difference moment are 

computed by GLMCs at an angles of 0,45, 90, and 135 degrees. The third feature extractor 

employed was Haar wavelet to translate the image into the frequency domain. A genetic 

algorithm is used to apply weighing to the retrieved features. The Support vector machine 

receives the output of the Feature weighting as input for classification. The research achieves 

95.33 % accuracy for Normal and Abnormal classes and 87.52% for Normal, Mild, Moderate, 

and Severe classes. The inclusion of a genetic algorithm for weighing increases the time 

required to compute and classify data. 
 

Omar et al. (2017) proposed a method for classifying diabetic retinopathy. Vessels, 

Haemorrhage, Blood Vessels, Exudates, and Optic disc are among the features derived from 

the fundus images. The intensity, size and presence of these features are used to classify the 

images into four categories of mild Non-Proliferative Diabetic Retinopathy (NPDR), moderate 

NPDR, severe NPDR and Proliferative Diabetic Retinopathy (PDR). To train the model, 49 

images were used, while 89 images were used in the testing phase. From the training to testing 

phase, algorithm improved the accuracy rate from 86% to 98% respectively. Positives from 

this research are that there is no overfitting of the data. The model was built and tested with a 

small number of images; however, the algorithm would be inefficient in extracting features 

when the images are not focused, which is an aspect where it could be improved. 
 

Researchers have separately employed Segmented and Non-Segmented fundus image features, 

but Purandare and Noronha (2016) implemented a model that extracts both types of features 

from an image. Contrast, Correlation, Homogeneity, Energy, and Entropy are non-segmented 

characteristics of the images, whereas Exudates, Blood vessels, and Optic Disc are segmented 

features. The output of the feature extraction is fed into a Support Vector Machine with 10-

fold cross-validation with three independent kernels: Polynomial, Radial Bias Function, and 

Linear. The model acquired a significant specificity of 96.00% but failed to achieve a similar 

result for the sensitivity of 78.00%, which is a point of concern because the model is unable to 

correctly classify images of Diabetic Retinopathy class. 
 

KNN is a machine learning algorithm that can be applied to classification problems. The model 

trains itself based on the supplied value of nearest neighbours. Pandey, Patre and Minj (2020) 

have implemented KNN for classifying diseases pertaining to Glaucoma. Feature extraction, 

image segmentation using global thresholding, and Region of Interest extraction are the 

initial phases in the model. The radius of the optic cup and the radius of the disc are identified 

and utilised to train the model. 
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2.2 Classification of Eye Disease using Transfer Learning  

 

The first section of the related work is comprised of a review of the classification models which 

has implemented traditional machine learning algorithms. This section contains the research 

work which has considered the approach of Transfer Learning for the classification of eye 

diseases. 
 

He et al. (2020) proposed a methodology that combines feature extraction, bilateral and 

unilateral weighing, and fusion. The method comprises three distinct modules for each task, 

with ResNet being used in the Feature Extractor Module. Its output was passed on to the 

Feature Fusion Module, which uses three different forms of attention weights: unilateral, 

bilateral, and both. Weights are also added, concatenated, and multiplied to create a fusion of 

the weights. The classification of these feature vectors is performed by the final module. The 

dataset contains images for eight labels, including patients with multiple eye diseases. The 

model is using 1,167 images and 3-fold cross-validation for multi-label classification. For 

model evaluation, Kappa, AUC, and F1 Score are used. The accuracy of the model with Res-

Net101 as a feature extractor is 93.40 %. Although the model has attained substantial accuracy, 

a model of this complexity has the disadvantage of being less interpretable. 
 

CNN's are considered to be the most effective in extracting features from image data. The 

application of CNN for feature extraction was considered by Wang et al. (2020). Efficient-

NetB3 was used as a feature extractor in the proposed model. The classification was performed 

with a custom-built neural network block that contains two convolution layers, seven 

Memristive Binary Convolution (MBCNN) layers with average pooling, dropout, dense, and 

sigmoid layer. This approach has produced excellent results, but there are a few issues that 

might compromise its efficacy. To begin with, the data comprises images from eight different 

labels, however, they are all imbalanced. The architecture of a neural network is such that it 

learns features on its own, thus interpreting the features learnt becomes difficult. 
 

Bulut et al. (2020) presented a methodology for disease classification that include 21 different 

diseases. The method implemented here is Xception with multiple hyper-parameters tuning 

that includes Global Average Pooling, Dropout layers, batch size of 128 and learning rate of 

0.001. Researchers made the appropriate use of serialization as the dataset contains a large 

number of images the size of the dataset would be higher therefore images were loaded in 

chunks of 100-200 MB. Although the dataset comprises 9565 images, it is extremely 

imbalanced. The impact of the imbalance dataset is evident in the results obtained during the 

evaluation of training and testing phases. In training, accuracy was 91.00%, but in testing, it 

decreased to 81.00%. 
 

Das et al. (2019) proposed a new method for feature extraction and classification that leveraged 

the VGG19 model. Image data is augmented by flipping, cropping, and rotation before training 

the model for Feature Extraction and classification. This not only helps to overcome the 

problem of using a small dataset, but it also helps to improve the model's robustness. Epochs 

ranging from 25 to 150 with an increment of 25 and a learning rate of 0.1,0.01,0.05,0.001 are 

used to fine-tune the model. Accuracy and Loss are the two evaluation methods considered. 

The best accuracy of 93.50% was reached at the 150th epoch and 0.001 learning rate, out of all 

the values chosen for learning rate and epochs.  
 

A comparative study was conducted by Smaida and Serhii et al. (2019) between the transfer 

learning model and the custom-built CNN model. Models were trained to distinguish between 
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4 classes, with 3 different eye diseases and one normal category. In comparison, transfer 

learning models InceptionV3 and VGG16 achieved 81.00% and 79.40% accuracy respectively, 

the accuracy of the custom CNN model was the lowest at 53.10%. Models were able to 

correctly classify images of Diabetic Retinopathy, Myopia, and Normal class, but not images 

of Myopia. Sarki et al. (2020) implemented the VGG16 and InceptionV3 models to classify 

eye diseases into two categories: mild and early-stage. Multiple datasets were combined for 

this purpose, resulting in two datasets with normal stage and mild stage multiple diseases. Four 

different optimizers were used to train the models: Adam, RMSprop, SGD, and Adagrad. On 

both datasets, the VGG16 model with Adam optimizer attained the highest accuracy of 84.88% 

and 84.42%, respectively.  
 

Ensemble learning is a technique that helps us achieve an improved result by training multiple 

models at one time and by amalgamating results achieved to make a decision. For this domain, 

the classification of labels to their respective classes would be decided by a vote of all the 

models that have been developed. By overcoming the limitations of individual models, the 

model's accuracy and robustness get improved. This method was used to classify Retina 

Diseases by Jiang et al. (2019). InceptionV3, Resnet152, and InceptionResNetV2 were the pre-

trained models applied in this study. The integrated model achieved higher accuracy than the 

individual models. The drawback of such a model is that it requires extremely high 

computational power also, model's interpretability gets hampered. 

2.3 Classification of Eye Disease using Deep Learning  

 

Above section 2.2, gives review of research on pre-trained transfer learning models. This 

section presents the studies which are done in the field of Deep Learning. 
 

Ahmad and Hameed (2020) developed a model for the hierarchical classification of eye 

diseases that incorporates Artificial Neural Networks (ANN). The colour histogram-based and 

texture-based feature extraction techniques are used in the pre-processing stage. The Hue 

Minimum Maximum Difference (HMMD) colour space was used to extract colour-based 

characteristics at the pixel level. The weights for each layer of the ANN are selected from the 

range of (1 to -1) and (0.5 to -0.5). As this dataset includes non-fundus images, using this 

approach to Fundus images will be interesting. 
 

The study presented by Lin J., Cai and Lin M (2021) combined the advantages of Graph 

convolution networks and self-supervised learning for multi-label classification of fundus 

images. A multi-class graph network contains seven layers that perform feature extraction and 

classification. The researchers were able, not able to obtain significant results with this 

methodology. Zaheer et al. (2019) also considered ANN for the classification of eye diseases. 

The dataset comprises 402 images which consist of 37 features and 41 disease labels. Three 

different activation functions were used for training the neural network sigmoid, Gaussian and 

Arctan. 
 

Berrimi and Moussaoui (2020) implemented a deep learning model that outperforms the pre-

trained transfer learning models. 3 Convolution layers are included in the proposed 

architecture, which are followed by a Max Pooling layer, Dense layer, and Output layer. The 

following hyperparameters were used: Adam Optimizer with 80 batch size, 15 epochs, 0.001 

learning rate, and an early stopping factor of 10. The Dropout and Batch Normalization layers 

were added to this architecture to improve it even further. With optical coherent tomographical 

images, Bhadra and Kar (2020) implemented a similar method. The proposed algorithm 
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consists of Set of two convolution layers followed by a Max Pooling layer along with Adam 

optimizer. As the images are obtained from topographical scans and research has achieved 

significant results, architecture can be applied to fundus images as well. 
 

A model composed of a DC network and a spatial correlation module was proposed by Li et 

al. (2020). The DC network acts as a feature extractor, while the Spatial Correlation Module 

learns the correlation between the extracted features, which are then fused using the 

concatenation, and the classification layer performs multi-label eye disease classification. 
 

While working on a project that includes multi-class classification, class imbalance and 

fewer images to train the model are frequently encountered issues. By combining 3 different 

datasets containing images of 12 different eye diseases, Karthikeyan et al. (2019) were able to 

obtain significant results. Each of the 5 blocks in the deep learning model included a network 

of convolution layers followed by a maxpool layer. During the training phase, the model had 

an accuracy 95%. The model was tested using real-time generated fundus images from patients 

which achieved 92% accuracy. The model is evaluated using multiple evaluation metrics such 

as Accuracy, Precision, TPR, Specificity FPR, F1-score for individual classes. It is missing the 

important evaluation metrics sensitivity that is of utmost importance in the medical domain.    

2.4 Image Classification using CNN-RNN 

 
This section will examine the studies that were performed in the domain of Image 
Classification using the CNN-RNN model.  
 
In 2020, the whole world was fighting against the pandemic, researchers were finding accurate 
and time-saving methods of identifying the causes of the deadly disease. Implementing 
classification models to classify x-ray images was one of the solutions. In this problem domain, 
the CNN-RNN approach has proven effective. Islam et al. (2020) were able to identify x-ray 
images into three categories: Covid 19, Normal, and Pneumonia, using the developed model. 
The accuracy, specificity, and sensitivity of the custom CNN model and the LSTM as RNN 
were 99.40%, 99.20%, and 99.30%, respectively. 
 
Breast Cancer is one of the domains where image classification can be performed to automate 
the process of cancer detection.  Yan et al. (2018) introduced a hybrid CNN-RNN model that 
uses a pre-trained model InceptionNet V3 as a feature extractor and a bi-direction LSTM as an 
image classifier. The model is capable of capturing both high-level and low-level features in 
images. The model outperforms the current state-of-the-art model in this domain and achieves 
balanced accuracies across multiple Labels. Another study using the CNN-RNN hybrid model 
for lung cancer detection was proposed in the medical domain. A CNN is comprised of a 22-
layer network for feature extraction and an LSTM for image categorization (Mhaske, Rajeswari 
and Tekdae 2019). 
 
Automated Image captioning of the remotely captured image is the research area where CNN-
RNN achieved significant results over the state-of-the-art encoder-decoder method. The 
research implements a similar approach of encoder-decoder but CNN performs the work of 
encoder and RNN acts as a decoder. The visual features of the image are extracted using CNN, 
the raw vector of the feature extraction is passed to RNN that translates them into multiple 
captions. The best caption is selected based on ground truth (Hoxha, Melgani and Slaghenauffi 
2020). A similar approach was used by Sumbul and Demir (2019) where K branch CNN is used 
with a combination of Bi-Directional Long Short-Term Memory for Multi-Label Remote Sensing 
Image Classification. Researchers compared the CNN-RNN model with CNN-GA, CNN-KNN, 
CNN-SVM, CNN-MLP, the proposed study performed better than the compared hybrid models 
with an accuracy of 99.8%. 
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2.5 Research Gap  

 
The studies reviewed in related work pose several demerits such as varied accuracies are 
achieved for multiple labels; it should be constant. Some of the models were exhibiting 
overfitting due to which training accuracy was high but not achieved similar results on the test. 
One of the most essential evaluation factors for a medical sector that poses a risk to the patient's 
health is Sensitivity. Models achieved significant Specificity but Sensitivity was lesser in 
comparison. Models were trained on imbalanced and small size datasets. Complex models 
were less interpretable. 
 

3  Research Methodology 
 

This research follows the modified Knowledge Discovery in Databases (KDD) process to 

complete the Research objectives. Now we will look at the stages involved in methodology to 

classify the fundus images of the diseases into the correct category as shown in Figure 2.  

3.1 Knowledge Discovery in Databases (KDD).  

 

 
Figure 2: Knowledge Discovery in Databases Process. 

 

Data Collection: Dataset consisting of images for multiple eye diseases is taken from Kaggle. 

The dataset contains 600 fundus images divided into 4 classes unequally. All the images are 

high resolution as shown in Figures 1 and 4. 
 

Exploratory Data Analysis: Firstly, the dataset is imbalanced thus we need to find the number 

of images belonging to each class. Dataset contains 300,100,100,100 images representing 

Normal, Glaucoma, Cataract respectively. As seen in Figure 3.  
 

 
Figure 3: Number of Images per Class 
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After looking at the fundus images they appear to be having identical image sizes but after 

verifying the sizes of each image programmatically found that there are images with 3 different 

height and width dimensions (1224,1848), (1632, 2464) and (1728, 2592). After further 

analysis found that 40, 158, and 403 images belong to (1224,1848), (1632, 2464), and (1728, 

2592) dimensions respectively.     
 

Pre-Processing: This is an important step to get the data in model acceptable shape, format 

and achieving higher accuracy. The image filename and folder name in which it is stored in the 

file system denotes its label. All the images were imported and assigned the label according to 

their folder index. Now as found in exploratory data analysis, images are having different 

dimensions. To avoid additional pre-processing steps the images belonging to the highest 

dimensions were kept as it is also the larger number of images belongs to the highest resolution. 

The remaining images were resized to the highest dimension so that all will be having identical 

sizes.  

Fundus images contain black background which should be kept minimal as possible as the 

model will consider the background as part of an image for training. As seen in Figure 4, 0:430 

and 2190: 2592 pixels width wise contains black background portion. This black background 

portion is removed from both sides as seen in Figure 5, Image dimension after this pre-

processing will be (1728, 1852).  
 

                                       
          Figure 4: Before Background Reduction                Figure 5: After Background Reduction  

 

Images are resized to (224 x 224) as training the models with a high resolution of (1728,1852) 

would require high computation power, also transfer learning models accepts input image size 

of (224 x 224).   
 

One of the objectives of the research is to train the model on balanced data and compare the 

results with an imbalanced dataset. To create a balanced dataset that will have equal images in 

all classes, images of glaucoma, cataract and retina disease are flipped vertically and 

horizontally and vertically. After this augmentation step, all classes contain 300 images each.   

                                           
     Figure 6: Original, Flipped Horizontally, and Flipped Horizontally and Vertically (L to R) 

 

Both balanced and imbalanced datasets are divided into 70:20:10 ratio for Training, Validation 

and Testing respectively. One of the key aspects of this partition process is that after this 

process, all the three phases will have equal number of images in all four classes. Figure 7 and 
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8, represents the number of images for all three phases in imbalanced and balanced dataset 

respectively.  
 

 
Figure 7: Left: Training set Middle: Validation set Right: Test set (Imbalanced Dataset) 

 

 
Figure 8: Left: Training set Middle: Validation set Right: Test set (Balanced Dataset) 

 

Data Transformation: Data transformation step used in this research is Normalization. The 

images are represented by 8-bit channels of red, green, blue colours as there could 

be 28 = 256 possible values for each colour. This becomes the combination of 

256 x 256 x 256. The normalization is done by dividing the images by 255 so that image will 

be represented using a range of 0-1.   

Modelling: In this step, the selected transfer learning models InceptionV3, DenseNet169, and 

InceptionResNetV2 are performing the feature extraction and LSTM module is used to classify 

the extracted features. All of the 6 models built uses pre-trained weights of their respective 

transfer learning models. All the 6 models are implemented by incorporating K-fold Cross 

Validation at k=5.   

Evaluation: Accuracy, Specificity, Sensitivity, and Loss are the evaluation metrics that are 

used. The model's Sensitivity, also known as the true positive rate, is the capacity of the model 

to classify those who have the illness. In this application, the goal is to evaluate patients for 

medical intervention, which necessitates a model with a high Sensitivity. The true negative rate 

is the model's ability to accurately classify those who do not have the disease (Nugroho et al., 

2017). 

 

1) Accuracy= TP/ Total Predictions 
2) Specificity= TN/ (FP + TN) 
3) Sensitivity= TP/ (TP + FN) 
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4  Design Specification  
 

The CNN-RNN model will be implemented to classify the fundus images according to their 

correct labels. The feature extractors will be InceptionV3, InceptionResNetV2, and 

DenseNet169, which are CNN models, and the classifier will be Long Short-Term Memory, 

which is an RNN model. 
 

Below Figure 9, represent the Design of the model. The model has been divided into 3 tiers, 

first tier consists of Data pre-processing, augmentation, transformation module. CNN-RNN 

module is a part of the second tier. Classified output from the RNN module, evaluation of the 

model, visualisation of the insights and model comparison is in the third tier.  
 

The first tier begins with data selection and pre-processing. Images are divided into 4 different 

folders as per their respective classes. To import the data into python, 2 arrays would be created 

which will store image data and labels respectively. Augmentation block will be used so that 

number of images in each label would be equal for that image will be flipped Vertically and 

Horizontally and Vertically.  
 

 
                                                   Figure 9: Process Flow Diagram 

 

Firstly, entire dataset is imported. The dataset import function crops the images as shown in 

Figures 4 and 5, then resize the image to 224 x 224 size. As the function imports the data 

sequentially from each class the dataset will have Normal class images followed by Cataract, 

Glaucoma and Retina diseases. Now This imported data is then partitioned into Normal, 

Cataract, Glaucoma and Retina diseases. These four datasets are randomly shuffled. This 

process is incorporated in K-fold Cross Validation, usually, K-fold validation divides the data 

into Train and Test and then selects the next Train and Test set. This process is repeated as per 

the value of K specified. Here 5 is the value selected for K-fold Validation thus the process 

mentioned above is repeated 5 times resulting in selecting 5 different sets for Training Testing 

and Validation. Value of n is the number of images in each class for imbalanced dataset two n 

values are used one for the Normal class another for rest of the classes. For a balanced dataset, 

n is kept to 30 as all classes contain equal images After that 10% of images of the total number 

of images in each class is taken out as Test data in 4 separate objects using k*n to (k+1)*n. 
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These four dataset objects are then appended into one Test set and later shuffled randomly as 

append step added images for four classes one after another. Now, the remaining images 

present in the Normal, Cataract, Glaucoma and Retina diseases dataset are used for Training 

and Validation by dividing them into 80:20 ratio that would eventually provide 70:20 images 

of the total number of images. Here 80:20 split is performed on each class therefore, dataset 

objects belonging to Training are appended Train set and shuffled, a similar process is done for 

Validation set. To take out the test data indexes are used that allows to select images from 

k*n till (k+1)*n  and for training and validation data first 0 to k*n images are added and then 

images from (k+1)*n till the last image of the set is selected.  
 

After this step, data will be fed to feature extraction and classification block. The output of the 

second tier would be images classified into 4 labels. Third-tier will evaluate the model using 

different evaluation metrics such as Accuracy, Specificity, Sensitivity. The results obtained 

would be visualised using different visualisation methods. 
 

5  Implementation and Evaluation  
 

This section is focused on discussing the implementation and evaluation of the CNN-RNN 

models implemented for classifying the fundus images as per eye diseases. Different transfer 

learning models are used as feature extractors such as InceptionV3, InceptionResnetV2, and 

DenseNet169 in the CNN part of the model. The output from the CNN module is reshaped and 

given as input to the RNN module which consists of LSTM layer with Rectified Linear 

Activation Function (ReLU) followed by Batch Normalization layer. After that one Flatter 

layer was added and 2 blocks of Dense layer with ReLU followed by Batch Normalization 

Layer. The output layer is a Dense Layer with 4 units and a Softmax activation function.  

5.1 Environmental Setup 

 

The models are trained over a system that contains an i5 11th Generation CPU and 16 GB RAM. 

The programming language used is Python version 3.8.3 over Jupyter Notebook. Models are 

created using Keras API imported from TensorFlow. All the models are trained using RMSprop 

optimizer at the learning rate of 0.01 and clip value of 100. The loss function used for all the 

models is sparse categorical cross-entropy. All the models are implemented on 50 epochs and 

5-fold cross validation. The batch size for the imbalanced dataset is 14 images and the balanced 

dataset is 27 images.    

5.2 Implementation and Evaluation of InceptionV3-LSTM 

 

The architecture of the InceptionV3 model consists of 3 Inception A blocks followed by grid 

size-reduction then 4 Inception B blocks followed by grid size reduction. In between 4 

Inception B blocks and grid size-reduction, there is an auxiliary classifier. The end part of the 

architecture contains 2 Inception C blocks. The model has achieved 78.1% accuracy on 

ImageNet Dataset. The output from the InceptionV3 model is (5 x 5 x 2048 x Batch Size). 

This is reshaped into a (25 x 2048 x Batch Size) which is LSTM acceptable input shape. 

5.2.1 InceptionV3-LSTM Evaluation Over Imbalanced Dataset    

 

The model achieved an average accuracy of 89.78% and 49.06% in the training and validation 

phase respectively. Training loss is fairly constant and less than the validation loss. Average of 
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training and validation loss is 1.23 and 13.79 respectively. The average test accuracy achieved 

by the model is 55.00%. Figure 10, indicates that the model is not able to classify images 

accurately. The Normal, Cataract and Glaucoma class images are fairly classified correctly but 

not for Retina diseases. The average test sensitivity and specificity obtained is 65.66% and 

85.63% respectively.  
 

 
Figure 10: Overall Confusion Matrix for InceptionV3-LSTM (Imbalanced Dataset) 

5.2.2 InceptionV3-LSTM Evaluation Over Balanced Dataset    

 

The average training accuracy achieved is 91.90% which is slightly better than the imbalanced 

dataset. Model is not able to achieve similar accuracy in the validation, the average validation 

accuracy obtained is 60.60%. The accuracy achieved during the test phase is 64.33% which is 

a 9.00% improvement from the imbalanced dataset. The average training loss is minimal 0.65 

but validation loss is 11.59. As per Figure 11, the model can classify all four class images but 

accuracy for retina disease is slightly less. The average specificity and sensitivity for the model 

is 74.33% and 88.41%. Overall model performance on the balanced dataset model is better than 

the model trained on an imbalanced dataset. 

 

 
Figure 11: Overall Confusion Matrix for InceptionV3-LSTM (Balanced Dataset) 

5.3 Implementation and Evaluation of InceptionResNetV2-LSTM 

 

The overall structure of the model remains the same as InceptionResnetV1 the significant 

change is in the Inception A, B and C blocks used in version 2. The convolution layers in 

Inception A, B and C blocks of version 1 contains the same number of kernels 32, 128, and 

192 respectively.  The output shape of the model is (5 x 5 x 1536 x Batch Size) which is 

reshaped to (25 x 1536 x Batch Size).  



14 
 

 
 

5.3.1 InceptionResNetV2-LSTM Evaluation Over Imbalanced Dataset 

 

The model achieved average training and validation accuracy of 88.44% and 50.00% 

respectively. The average test accuracy of the model is 55.66% The average loss for the training 

phase is 1.27 and the testing phase is 14.29. The overall confusion matrix indicates that model 

is able to identify the images for all classes but accuracy is extremely low. The average 

sensitivity and specificity of the model is 47.83% and 78.08% respectively.   
 

 
Figure 12: Overall Confusion Matrix for InceptionResnNetV2-LSTM (Imbalanced Dataset) 

5.3.2 InceptionResNetV2-LSTM Evaluation Over Balanced Dataset 

 

The average training and validation accuracy obtained is 91.12% and 63.38%. The test 

accuracy obtained by the model is 62.50%.  The average loss for training is 0.73 and the 

validation loss is 5.37. Overall model sensitivity and specificity is 62.49% and 84.17% 

respectively. Overall Confusion Matrix represented in Figure 13, indicates that model is able 

to classify the Normal, Cataract and Retina diseases images with more accuracy but not the 

Glaucoma class images.    
 

 
Figure 13: Overall Confusion Matrix for InceptionResnNetV2-LSTM (Balanced Dataset) 

5.4 Implementation and Evaluation of DenseNet169-LSTM 

 

The DenseNet169 model is built using 4 dense blocks and output from each block is forwarded 

ahead using transition layers. The number of layers in dense blocks varies depending on which 

DenseNet model is being implemented. Transition layers contain a batch normalization layer, 
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convolution layer and 2 average pooling layers. The output of the model is 

(7 x 7 x 1664 x Batch Size) which is reshaped to (49 x 1664 x Batch Size).  

5.4.1 DenseNet169-LSTM Evaluation Over Imbalanced Dataset  

 

The model achieved 89.18%, 47.61%, 56.00% values for average training, validation and test 

accuracy respectively. The overall sensitivity and specificity achieved was 52.00 % and 

78.59% respectively. Average training and validation loss is 1.22 and 12.46 respectively. 

Overall, the model is able to classify all classes accurately except for Retina disease.  
 

 
Figure 14: Overall Confusion Matrix for DenseNet16-LSTM (Imbalanced Dataset) 

5.4.2 DenseNet169-LSTM Evaluation Over Balanced Dataset  

 

The balanced dataset has achieved better accuracy than the imbalanced dataset. 92.57%, 

60.00%, and 69.50% accuracy were obtained during the training, validation and test phase 

respectively. The average training and validation loss values are 0.64 and 14.06 respectively. 

The average Sensitivity of the model is 69.50% and the average specificity is 87.75%. Both the 

values are significantly better than the imbalanced dataset. The overall confusion matrix 

indicates that model is able to classify all the labels. The classification is more accurate for 

normal, cataract and glaucoma classes than retina diseases.  
 

 
Figure 15: Overall Confusion Matrix for DenseNet16-LSTM (Balanced Dataset) 
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6  Comparison and Results 

6.1 Comparison of Models over Imbalanced and Balanced Dataset (Objective 5) 

 

 
 Table 2: Comparison of Models over Imbalanced and Balanced Dataset 
 

From Table 2, we can interpret that model has achieved better accuracy when modelled on a 

balanced dataset than an imbalanced dataset. All the models implemented on an imbalanced 

dataset achieved similar values for accuracy. As seen in the confusion matrices of the 

imbalanced datasets, models were not able to identify images of all the classes but on a 

balanced dataset, all models were able to classify image of all classes. When the dataset consists 

class imbalance the model tends to classify all the images with the label that has a greater 

number of images accurately. The test accuracy of all the models has increased by at least 6% 

and at the most 14% when implemented on the balanced dataset.   

6.2 Comparison of CNN-RNN Models with Previous Researches (Objective 6) 

 

 
Table 3: Model Accuracy comparison with Similar Researches 

 

Table 3, contains the comparison of the accuracy obtained in this research against the 

researches that have performed multi-class classification of the fundus images. Among all the 

models implemented in this research DenseNet-169-LSTM model achieved the highest test 

accuracy of 69.50%. The model is not able to achieve the accuracy as compare to models that 

were implemented on different datasets. The main reason for that could be the number of 

images used for training the model. This dataset is trained on a relatively smaller number of 

images than other researches. DenseNet-169-LSTM Model was able to improve the accuracy 

of the model ResNet50 (Santra T, 2019) that is implemented on the same dataset.  

 

Training Validation Test Training Validation Test

InceptionV3-LSTM 89.78% 49.06% 55.00% 91.90% 60.60% 64.33%

DenseNet169-LSTM 89.18% 47.61% 55.99% 92.57% 60.00% 69.50%

InceptionResnetV2-LSTM 88.44% 50.06% 55.66% 91.91% 63.30% 62.50%

         Model Name
Imbalanced Dataset Balanced Dataset

DIARETDB0,HRF Image 

and STARE
2848 Different Deep CNN 92.00%

Karthikeyan et al. 

(2019)

I Challenge-GON 

Comprehension
1200 Different InceptionV3 81.00%

Smaida and Serhii  

(2019) 

Messidor, Messidor-2, 

DRISHTI-GS
3250 Different VGG16 84.88% Sarki et al. (2020)

Akdeniz University Hospital 

Eye Diseases Department
9565 Different

Xception with multilayer 

perceptron
81.00% Bulut et al. (2020)

STARE and DRIVE 440 Different VGG19+Augmentation 93.58% Das et al. (2019) 

Kaggle 600 Same ResNet50+Augmentation 60.00% Santra T. (2019)

Kaggle 600 Same DensNet169-LSTM 56.00% This Research

Kaggle 1200 Same DensNet169-LSTM 69.50% This Research

AuthorDataset
Number of 

Images

Same/Different 

Dataset as this 

research 

Classifier Accuracy
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7  Conclusion and Future Work 
 

This research aimed to classify the fundus images according to 4 different categories. To 

answer the research question and objectives six different CNN-RNN models were 

implemented. The hybrid CNN-RNN models implemented on an imbalanced dataset were not 

able to classify the images with four classes accurately. For an imbalanced dataset, the 

DenseNet169 and InceptionResNetV2 achieved similar 56.00% accuracy. Due to class 

imbalance, the results of these models are affected. When trained on balanced datasets all of 

the models exhibited significant improvement from previous results. DenseNet169 was able to 

classify the images more precisely with an accuracy of 69.50%. In future work, the plan is to 

combine several similar datasets to increase the number of images in each class. As per the 

results obtained over the balanced dataset by performing data augmentation by flipping images 

the results were improved significantly in the range of 6-14%. If multiple datasets are combined 

then a more precise and robust model can be built. As Cataracts, Glaucoma and Retina diseases 

are associated with three different parts of the eye Optic disk, Optic nerve and retina thus 

segmentation of this part from the fundus images can be performed and later trained on the 

CNN-RNN model. This would be advantageous as fundus images of normal and with disease 

look similar but there could be a minute part of the image which could be the onset of the 

diseases. So, if the models are trained on segmented data model can be more accurate in 

classifying the fundus images.    
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