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1 Hardware/Software Requirements

The configuration manual outlines the procedures that must be followed when executing
the scripts used in the research study. This documentation will assist you in successfully
running the code. This documentation also contains details on the hardware configuration
of the system on which the code was run. The system’s minimal necessary configuration
is also given.

2 System Specification

2.1 Hardware Requirements:

The following are the hardware specifications for the system on which the research project
is implemented.
Processor: Intel(R) Core(TM) i5-1035G1 CPU @ 1.00GHz 1.19 GH
RAM: 8GB
Storage: 256 SSD + 1TB HDD
Operating System: Windows 10 Home, 64-bit operating system.

2.2 Software Requirements:

This research project used following programming tools:

• Google Colaboratory (Cloud based Jupyter Notebook Environment provided by
Google)

• Python Version 3

• Overleaf

3 Environment Setup

This section will help to understand the Google Colab environment. Below screenshot is
included to help and guide to replicate the research.
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Figure 1: Google Colab

4 Data Source

This research project utilized the X-ray Images dataset(Kermany et al. (2018)) obtained
from mendeley data where datas is publicly available to use as it is open source.

Figure 2: Dataset

Data was downloaded and uploaded on the google drive in a zip format. Further, the
data was unzipped on Google drive and accessed there to prevent the re-uploading of
data every time the code is run.

5 Implementation

The following libraries are used to build and perform this research.
1. Tensorflow
2. Keras
3. Numpy
4. Pandas
5. Keras-preprocessing

2



6. Kerastuner
7. Efficient Net
8. VGG
9. Sklearn

5.1 Data Preprocessing:

As part of data preprocessing, data augmentation was performed to carry out the zoom-
ing, flipping and rotating for the training dataset to balance out the data. Below figure
3 shows the function for the data augmentation.

Figure 3: Data Augmentation

Once preprocessing was done, below function was used to examine the images.

Figure 4: Preprocessed Images
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5.2 Models:

5.2.1 VGG:

Below figure 5 shows the developing utilization of pre trained weights for VGG and further
added more layers to it for the fine tuning. Once the model was run, more fine tuning
was done to enhance the performance of the model.

Figure 5: VGG Net

5.2.2 Efficient Net:

Below figure 6 shows the developing utilization of Efficient Net with pre-trained wieghts
of Imagenet and making some fine tuning changes with the model to increase the per-
formance.

5.2.3 CNN- Kerastuner:

Below figures 7, 8 & 9 shoes the formation of CNN model and making of model search
function and further to search the best parameters for the model using tuner search
method.

Now, once all the models were ready, evaluation of the model was performed to get
the best model among them using different metrices.

6 Other Software:

The documentation of the research was carried out using the Overleaf. Below figure 10
depicts how the overleaf was used for the project.
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Figure 6: Efficient Net

Figure 7: CNN model
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Figure 8: Function for the model search using kerastuner

Figure 9: Getting the hyper paramters for the model with tuner search functions of
kerastuner
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Figure 10: Overleaf Environment

References

Kermany, D., Zhang, K. and Goldbaum, M. (2018). Labeled optical coherence tomo-
graphy (oct) and chest x-ray images for classification, mendeley .
URL: https://data.mendeley.com/datasets/rscbjbr9sj/2

7


	Hardware/Software Requirements
	System Specification
	Hardware Requirements: 
	Software Requirements: 

	Environment Setup
	Data Source
	Implementation
	Data Preprocessing: 
	Models:
	VGG: 
	 Efficient Net:
	CNN- Kerastuner:


	Other Software:

