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1 Introduction 
 

The purpose of building this document is to present the implementation of the project in a 

concise and structured manner such that it can be replicated if required. This project aimed to 

build a model for the prediction of length of stay and hospital readmission using a 

comprehensive methodological approach involving data cleaning and data pre-processing. 

Another objective of this project was to identify the most influencing factors for predicting 

length of stay and hospital readmission. The stacked ensemble learning model is proposed 

which is then compared with the other base classifiers and existing models on the same field. 

The tools and techniques used in the project are specified in this manual. 
 

2 System Specifications 
 

Below are the hardware requirements which is required for running the experiment and 

executing code smoothly. 

 

Operating System Windows 10 Home 

RAM 8.0 GB 

Har Disk Space 100 GB Minimum 

Processor Intel(R) Core(TM) i7-9750H CPU @ 

2.60GHz   2.59 GHz 

 

3 Tools/Technology 
 

For implementing this project, Python programming language was used with Integrated 

Development Environment (IDE) as Jupyter Notebook working on the Anaconda platform. 

The specific versions of the respective platform/language are mentioned below: 

 

Programming Language Python 3.8.3 

IDE Jupyter Notebook v. 6.0.3 

Platform Anaconda v. 4.9.2 

Tools Microsoft Excel, Overleaf, TeXstudio 

Web Browser Google Chrome 

 

4 Pre-requisites software setup 
 

The first step for the execution of this project is the installation of the required platform and 

languages. 
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• Python is installed using the link1. 

• Anaconda has been installed using this link2. 

• After execution of the project, the results are visualized in the Jupyter Notebook using 

the libraries such as MatPlotLib, seaborn, and Plotly. 

 

5 Data Collection 
 

Data for this project is extracted from the UCI Machine learning repository3 and data 

description is in (Strack et al., 2014). 

 

 
 

 

6 Implementation 
 

There are various processes involved in the implementation of this project which is given 

below: 

6.1 Data Preparation and Storage 

• Extracting the CSV file from the UCI machine learning repository to the local system. 

• Importing the libraries in Jupyter Notebook is shown in Figure below. 

 
 
1 https://www.python.org/downloads/release/python-383/ 
2 https://anaconda.org/conda-forge/conda/files?version=4.9.2 
3 https://archive.ics.uci.edu/ml/datasets/diabetes+130-us+hospitals+for+years+1999-2008 
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• Reading data from CSV files and storing it in the form of a dataframe. 

 
 

6.2 Exploratory Data Analysis 

Before any cleaning and transformation of data, it is important to understand the data and to 

be aware of the features to focus on to undertake data cleaning and pre-processing. 
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The above figure shows the plot showing the number of patients who were readmitted or not 

from the dataset. 

 

  

 

 

 

 

 

 

 

 

 

 

 
 

The figure shows the plot of the count of patients based on the gender and age group which 

shows that there is an almost equal number of patients in terms of gender and there are a 

greater number of patients observed from the age 65 to 85 years. 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

These figures show the readmission of patients concerning admission type, so there are high 

cases of emergencies. It also shows the number of days patients stay at the hospital where 

most of the patients stayed for 1 to 3 days while admitted. 

6.3 Data Pre-processing 
 

Data cleaning is an important step in model building to get optimal performance. The steps 

involved in cleaning are converting the datatypes of the variables, checking and removal of 

duplicate rows, dropping columns with high multicollinearity, checking the columns having 

missing values and replacing them mean or other values, or dropping the columns if the 

percentage of the missing value is high as shown in Figures below. 
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6.4 Data Transformation 
 

After the data is cleaned there are steps to transform data so that it becomes easy for the 

machine learning algorithms to process it. The steps involved in pre-processing are feature 

engineering, feature encoding, feature selection, sampling, and scaling of data.  
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Feature encoding is done to encode the values of features into fewer categories such that it 

becomes easier for the ML algorithms to understand data as shown in the figure. 

 

 
The figure shows the engineering of the new feature ‘service\_utilization’ by combining the 

existing feature in the dataset.  
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The figure shows the SMOTE oversampling where the target variable ‘readmitted’ is having 

imbalanced data which is balanced using the sampling technique. 

 

Features are selected based on the important feature identified by the Random Forest 

algorithm and then those features are pre-processed and used for building the model as shown 

in the figures below. 
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Feature Scaling is done to normalize or standardize the feature values in the attributes, so the 

results are optimized. 

 

 
Outliers are detected and plotted in the form of a box plot and are removed as it influences 

the results giving biased predictions. 

6.5 Data Modelling 

The most important step of the data mining process is building a model. For building model, 

Scikit-learn machine learning library is used which have packages for data pre-processing, 

transformation, building model and evaluation metrics. 

The base classifiers build for this project are – Random Forest, Decision Tree, k Nearest 

Neighbors, Support Vector Machines, Logistic Regression, Gradient Boosting and Extreme 
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Gradient Boosting. Then based on the performance of each classifier, the best models are 

selected for building a stacked ensemble model. 

 

 
This Figure shows the implementation of the Random Forest Classifier and the results 

obtained by using the testing data. 
 

 
This figure shows the implementation of the Decision Tree Classifier and the results obtained 

by using the testing data. 
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This figure shows the implementation of k Nearest Neighbors, where the value of ‘k’ is 

selected optimally by implementing the values from 1 to 15 as shown in the plot and the 

results obtained by using the testing data while building a classifier for k=2. 
 

 
This figure shows the implementation of the Support Vector Machine file and the results 

obtained by using the testing data, there were other experiments also done for other kernels 

like polynomial, sigmoid which is there in the code. 
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This figure shows the implementation of Logistic Regression and the results obtained by 

using the testing data. 
 

 
This figure shows the implementation of Extreme Gradient Boosting and the results obtained 

by using the testing data. 
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This figure shows the implementation of Gradient Boosting and the results obtained by using 

the testing data. 

 

Then finally the stacked ensemble model is built by selecting only the best performing 

models and then the results of those base models are used to train the meta classifier Random 

Forest and final prediction results are obtained. The ‘vecstack’ package is used to stack 

together with the base models. 
 

 
This figure shows the stacking of models for hospital readmission prediction. 

 
This figure shows the stacking of models for the length of stay prediction. 
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Then the base models are trained using 5-fold cross-validation where the first four folds are used to train the 
data and the last fold is used to test the data and get the final predictions which are then augmented to the 
dataset. This augmented dataset is then used to train the meta classifier Random Forest which is shown in the 
below figure. 

 
 
 

 
This figure shows the prediction results of the hospital readmission prediction using the 

Stacked Ensemble model. 
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This figure shows the prediction results of the length of stay prediction using the Stacked 

Ensemble model. 

 

7 Conclusion 
 

All the pre-requisites – hardware and software configuration and requirement with the library 

and packages used for building models have been described in this document. This report 

explains the complete project development process in a structured, concise, and detailed 

manner which will help in understanding the flow of implementation.  
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