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A Fairness-based Recommender System for Charitable
Lending Platform Kiva Using Classification and

ε-Greedy Policy

Krisztina Hapek
x17126631

Abstract

A large portion of the world’s population does not have access to traditional
financing through banks and financial institutions, thus they have less opportun-
ities to improve their lives, businesses and to grow. The recent appearance and
proliferation of peer-to-peer financing platforms has been offering a solution to this
problem in the last over a decade. Among them, Kiva, a charitable online platform
attracts well-meaning donors who want to help alleviate poverty. Previous studies
into peer-to-peer lending, however, discovered that even charitable online lenders
are driven by their preferences and biases, which leaves some groups of people still
lacking financing opportunities. This paper proposes a fairness-aware loan recom-
mendation system to diversify charitable loans among a larger group of people.
The presented solution is based on the initial classification of loan applications us-
ing näıve Bayes and logistic regression classifiers followed by an implementation
of the ε-greedy policy, which is a simple yet efficient strategy for the multi-armed
bandit problem. The results show that in spite of the difficulty in correctly clas-
sifying loan applications, the ε-greedy strategy could be a viable option for the
diversification of loan recommendations.

1 Introduction

In 2017, less than 70% of the world’s adult population had access to a money account
either at a financial institution or at a mobile money provider (The Global Findex Data-
base 2017; 2017). The distribution of account ownership is not even among all countries
and regions: developed countries have approximately 94% account ownership on average,
while less developed regions hardly reach 63%. The lack of access to a money account
means less opportunities for income, savings and borrowing.

In order to narrow this gap between different regions, several micro-financing institu-
tions and peer-to-peer (P2P) lending platforms appeared in the past 15 years and loan
portfolios covering low-income clients have been increasing uninterruptedly. The hun-
dred largest institutions held 76% of the global micro-loan portfolio with 77.1 billion US
dollars in 2017 (Microfinance Barometer 2019; 2019).

Especially P2P platforms have gained popularity in recent years. These platforms
allow individual lenders to contribute funds to private individuals or small businesses
that do not have access to traditional financing. These platforms operate either on a
for-profit or charitable basis. The purpose of the first one is to earn interest on the
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lent amount, while the goal of charitable platforms is to support small businesses or
individuals in need.

The focus of this research is Kiva, a non-profit organisation that enables charitable
P2P financing on its online platform. The goal of the organisation is to allow small
businesses and private persons in poverty to receive small loans to improve their earning
potentials or living conditions. Potential donors can browse and choose from thousands
of application profiles. The profiles provide details of the borrowers including a picture,
short description of their situation, what they request the loan for and repayment terms.
Donors can lend a minimum of $25, thus a loan is usually financed by several donors.

While it is assumed that lenders are motivated by poverty alleviation, it has been
noted that certain types of borrower profiles are more popular and receive more funding
than others. This raises the question of how fairly these funds are distributed. Fairness
is a complex and subjective term, therefore, it can be interpreted in multiple ways, one
of which is – in relation to charitable lending - a more even distribution of funds among
applicants. In order to narrow the financing gap between different causes, this paper
proposes a fairness-based loan recommender system to potential donors. There have been
prior proposals for recommender systems in this domain, but most of them focused on
personal recommendations with added fairness considerations in some cases. This study
emphasises the fairness concern based on the assumption that donors cannot objectively
decide which applicant needs the funds more or where the support will have a bigger
impact, therefore a more even distribution is a more desirable approach.

1.1 Research Question

RQ: ”Using the available loan attributes, can a fairness-aware loan recommendation
system be implemented using machine learning methods and randomised selections (Naive
Bayes, Logistic Regression, ε-greedy algorithms)”

Research Objectives

• Objective 1: Understand the biases and previously developed recommender systems
in the P2P charitable lending domain.

• Objective 2: Develop a recommendation framework through the combination of
classification and randomisation techniques.

• Objective 3: Evaluation of results and feasibility of the proposed framework.

This paper is structured as follows: Chapter 2 provides an overview of Related Work
in the P2P lending domain and previously proposed recommender systems; Chapter 3 de-
scribes the Research Methodology; Chapter 4 presents the details of the Design Spe-
cification followed by Implementation in Chapter 5; solution Evaluation is outlined
in Chapter 6; Chapter 7 draws Conclusions and proposes further research opportunities
in this area.

2 Related Work

The recent growth of online P2P lending platforms attracted significant interest from
researchers. There is limited number of studies available relating to the Kiva platform, but
there is a rich literature about for-profit lending platforms. In many emerging countries,
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borrowers may not be able to receive loans from traditional financial institutions and are
forced to avail of P2P lending opportunities. China is one example where the number
of online lending platforms exploded and China’s P2P lending industry is larger than
that of the rest of the world combined, with outstanding loans of US$217.96 billion1.
Therefore, most of the available literature concerns Chinese for-profit platforms. While
their approach to lending decisions can be partially applied to demonstrate the existing
biases in the P2P lending market, fairness concerns play little role unlike in charitable
lending. The reviewed papers have been published in the past 12 years and demonstrate
the evolution of the research from identifying biases to offering solutions.

2.1 P2P lending research and identifying biases

Initial studies in pro-social lending focus on the impact of such loans on poverty alleviation
and on predicting if a loan application will be successful based on borrower characteristics.
One of the first studies by Desai and Kharas (2009) compare the determinants of aid
supply on two charitable online platforms, Kiva and GlobalGiving and conduct a survival
analysis examining the funding speed of projects.

They investigate the aid distribution’s effect on poverty alleviation considering mac-
roeconomic factors along loan data, furthermore, they examine donor fragmentation based
on the risk of loan default using a seemingly-unrelated regression model. The study con-
cludes that lenders are less influenced by macroeconomic factors than by individual pro-
ject profiles, and that loans perceived as higher risk take longer to fund than applications
seen as low-risk. The research is limited to statistical methods, but explores interesting
correlations using data sets related to external factors.

Ly and Mason (2012) partially contradicts these findings with statistical analysis and
logistic regression. They examine the impact of borrower profile details on funding speed
on the Kiva platform. They conclude that loan default risk does not play a role in lending
decisions and find that loans to women get funded significantly faster than loans to men.
The disadvantage of this study is that it does not consider that larger loan amounts may
require longer funding time in spite of the application’s relative popularity.

Cai et al. (2016) predict loan application success on a for-profit P2P platform based
on the borrowers’ transaction history using a logistic regression model. The authors argue
that there is an information asymmetry since lenders get unverified and filtered inform-
ation about borrowers. The research is based on the signalling theory that posits that
observable entity attributes can serve as a signal of quality. Signal cost is an important
element of this theory, suggesting that a signal would be costly if the associated monetary
spending is high. They find that borrowers’ transaction history is a good predictor of
application success. Results show that loan duration does not significantly affect repay-
ment while the loan amount is positively correlated with application success for first time
borrowers. Both of these findings seem counter-intuitive and would be worth investigat-
ing further. It has to be noted that the analysis was conducted on a quite small sample
size of less than 1% of the original dataset.

Paruthi et al. (2015) investigate how local field partner’s risk rating impacts applica-
tion success as P2P loans are distributed by local field partners. They calculate Pearson’s
correlation coefficient for ratings and lending activity and find a strong correlation. They
observe that lenders linked to highly rated field partners contribute to more loans while
show lower lending complexity than lenders linked to lower rated partners. This research

1https://www.finextra.com/blogposting/17107/the-rise-and-fall-of-p2p-lending-in-china
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combines external country data with loan data and finds that Kiva appears to be success-
fully driving lending activity towards countries where job creation is harder to achieve.
The limitation of this study is that it focuses on field partner ratings as the main indicator
of lending activity not considering that their ratings may be linked to their geography
and their time in business.

The geographical and cultural aspect of charitable lending is addressed by Burtch
et al. (2014) who investigate lending actions between country-pairs. Their model con-
siders physical and cultural distance and wealth disparity. They find that both cultural
differences and physical distance have a significantly negative association with lending,
consistent with expectations. Singh et al. (2018) research the same based on the “flat-
world” hypothesis, a theory that globalisation will eventually equalise global economy.
They use a regression model to predict bias in country–pair transactions and find that
per capita GDP difference and migration between country-pairs, and the historical pres-
ence of a colonial relationship are all positively and significantly correlated with lending
volumes. While the study presents a new approach towards the analysis of P2P lending
attitudes, the findings are not new.

The impact of cultural distance on lending activity is confirmed by Park et al. (2019)
who focus on the correlation between facial expressions in borrower profiles and the
cultural preference of the lenders’ countries. They conclude that lenders from nations
that value excitement and other high-arousal positive states such as the United States,
would lend more to borrowers who show excitement in their profile photos as lenders
perceive them to be more trustworthy. They find that people use their culture’s affective
values to decide with whom to share resources, and lend less to borrowers whose emotional
expressions do not match those values regardless of their race or sex. The limitations
of this study are the small sample size of lenders; the fact that facial expressions were
manually rated by independent raters, furthermore, most of the lenders on Kiva are from
the United States, therefore it is difficult to separate decisions based on facial expressions
since borrowers from low excitement cultures also get most likely funded by Americans.

Wang et al. (2019) use soft information from borrower profiles to predict application
success and repayment default on a Chinese for-profit P2P platform. Soft information
includes age, gender, demographic characteristics, posted picture, social network and
textual description. The authors use a Tobit regression model and find that soft factors
are important predictors of both application success and probability of default. This
research uses a novel approach, but has somewhat limited use for charitable platforms.

Jenq et al. (2015) demonstrate that physical appearance and assumed borrower traits
do influence charitable lenders. They use a small sample of manually coded borrower
profile pictures and apply a regression model and find that lenders strongly favour more
attractive, less overweight and lighter skinned borrowers. They also conclude that the as-
sumed “creditworthiness” does not have a significant effect on charitable lending decisions
unlike assumed “trustworthiness”. In spite of the small sample size and the subjectivity
of the manual coding, the findings raise an interesting point and confirm yet another
possible source of lender bias.

These findings are partially contradicted by Moss et al. (2015) who apply the signalling
theory to explain how information asymmetries influence decision making. Signals reflect
unobservable characteristics and behavioural intentions that are not explicitly expressed
in the borrower’s statement and help lenders fill in information gaps. They apply text
analysis on borrower profiles followed by a survival analysis to examine if a loan got fun-
ded, how quickly it was funded and if a loan was repaid. The study finds that virtuous
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characteristics, such as trust are less appreciated and rewarded by Kiva lenders, further-
more, ventures signalling conscientiousness, courage, warmth, or zeal are less likely to
repay their loans. In contrast, entrepreneurial characteristics were positively associated
with loan funding, but did not have significant correlation with loan repayment. The
limitations of this study are that it uses a specific dictionary for the text analysis; it
focuses on word count and does not consider the context. Finally, the experience on the
Kiva platform confirms that lenders pay little attention to repayment risk as majority of
the repaid funds are never withdrawn2.

2.2 Recommender systems in loan recommendations

The question of recommendations proves rather complex as there are various factors to
consider. One approach is to create a recommender system that focuses on personalised
loan recommendations for potential lenders, while another is to focus on the fairness of
loan recommendations, however, the definition of fairness itself is complicated. “There
are three classes of systems, distinguished by the fairness issues that arise relative to these
groups: consumers (C-fairness), providers (P-fairness), and both (CP-fairness)” (Burke
et al.; 2018).

Yan et al. (2018) use text mining methods to improve personalised loan project re-
commendations on Kiva by classifying and matching lender and borrower motivations.
The study uses averaged word vectors and use them on pre-trained Twitter word vec-
tors. Lending reasons are manually classified into lending categories. They use various
classification methods to match the two sides and achieve mixed results. The possible
reasons are explained as partially hand-coded data; furthermore, the data is significantly
imbalanced in terms of observations for the different lending motivation categories. The
authors conclude that the more active a lender is, the more difficult it is to predict his
or her behaviour, which is counter-intuitive. The other weakness of the study is that the
manual classification requires substantial resources.

Zhang et al. (2018) examine how borrowers can find lenders within a short time-frame.
The authors propose a hybrid Random Walk (RW) approach with a sliding window
solution for a recommender system. They apply various models: collaborative filtering
(CF), which uses user-item relationships, content-based methods (CB), which build a
preference profile for users based on previously selected items, and hybrid systems. RWH
outperforms the other models on precision performs best at predicting funding percentage,
however, the model run time is significant, therefore small datasets are used, which affects
precision, therefore implementation may not be feasible.

Lee et al. (2014) propose a fairness-aware recommender system for the Kiva platform.
Their model recommends certain loans to certain lenders in order to maximise lending.
The study presents a novel method, Bayesian Personalised Ranking (BPR) optimisation
together with matrix factorisation (MF) called Fairness-Aware BPRMF. The model is
trained in Stochastic Gradient Descent (SGD) using tuples that include the lender, a
positive example of a loan (chosen) and a negative one, which in this case is an otherwise
popular loan, so that the recommendation can be trained toward less popular loans
while trying to maintain recommendation accuracy from the lender’s perspective. The
performance is evaluated with AUC and the number of a loan’s recommendation for

2Matt Flannery, Kiva founder: “They are just keeping the money in their [Kiva] account. Maybe
they didn’t know it was a loan.” (Kiva: Improving People’s Lives, One Small Loan at a Time. Know-
ledge@Wharton Podcast, May 28th 2008.)

5



fairness. They conclude that that the model achieved good fairness with minimal loss of
accuracy. While this is a strong proposal, it cannot be applied on first-time or relatively
new lenders if personalising is a goal.

Burke et al. (2020) present a theoretical work on algorithmic fairness that considers
lender’s personal preferences with added ranking based on the soƒcial choice theory, mean-
ing that it aims collective fairness. They assume that fairness concerns consist of groups
over which recommendation results should be made fair, which may not conflict the
lender’s personal preferences. This study remains on a theoretical level and does not
offer a practical solution. The social choice theory is implemented in another proposal
by Sonboli et al. (2020) in their model called the SCRUF 3. Instead of making the re-
ranking decisions based solely on protected subgroups, they consider both the user and
the protected group as actors with preferences. They observe fairness over time after
multitudes of recommendations. They propose a system with multiple re-ranking func-
tions where the choice of the re-ranking function is based on user history and either a
fixed lottery (equal odds), a dynamic lottery (probability proportionate to the re-ranker’s
weight) or allocation lottery (randomised allocation with each choice eventually having
the same probability). They tested the model on a movie and a loan dataset and man-
aged to improve the fairness score slightly using the allocation lottery re-ranker while
losing accuracy. While the approach is novel, it has two main limitations for lending
recommendations: the large number of first-time lenders in real life and the fact that the
model only used a subset of the loan attributes and completely omitted loans that did
not received funding, that is the loans that were “treated most unfairly”.

The evaluation of a recommender system is quite challenging due to its dynamic
nature, but Beutel et al. (2019) propose a set of evaluation metrics to measure algorithmic
fairness. They define fairness as equality of odds where the fairness of a classifier is quan-
tified by comparing either its false positive rate and/or false negative rate. They propose
a regularisation approach and randomised pairwise comparisons where the regulariser
calculates the correlation between the residual between the chosen and not chosen items
and the group membership of the chosen item. As a result, the model is penalised if its
ability to predict which item was chosen is better for one group than the other. While
this approach may work under certain circumstances, it may not suit the evaluation of
recommendations in the pro-social lending domain for various reasons: each loan has
several structured and unstructured attributes, which makes it difficult to assign them to
one single group, furthermore, lenders may not be active enough to observe a significant
pattern in their choices.

2.3 Summary of Related Work

In summary, the reviewed literature highlighted several biases in charitable lending, such
as based on gender, purpose of loan, geography, facial expression, attractiveness, cultural
differences, skin colour, weight among others, which defies the noble purpose of charitable
giving. Several recommender systems have been proposed in this domain, but most
of them focus on personalised recommendations. Fairness concerns have only recently
emerged and mostly as an added feature to personal recommendations. A number of
the proposed fairness-aware recommender systems may not provide an adequate solution
due to substantial resource requirements or relying upon the lender transaction history.
Table 1 summarises the proposed recommender systems. The present study attempts to

3Social Choice for Re-ranking Under Fairness
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provide a solution to this problem by proposing randomised recommendations leaning
toward disadvantaged applications.

Table 1: Summary of reviewed recommender systems in P2P lending

Authors Domain Methods Contributions Limitations
Yan et al.
(2018)

Motivation-based
recommender
system

Text analysis,
Gradient Boost-
ing, Random
Forest

Proposes a
motivation-based
recommender
system, achieves
improved recom-
mendations for
inactive lender
groups.

Recommender
system did not
perform well on
active, recurring
lenders.

Zhang et al.
(2018)

Recommender
system to shorten
funding speed

Hybrid Random
Walk with tem-
poral loans and
lenders; KNN

Tests various
models based on
user history and
item popularity.

- Needs significant
resources
- implementation
may not be feas-
ible

Lee et al.
(2014)

Fairness-based,
personalised
recommender
system

Bayesian Person-
alised Ranking
(BPR) optim-
isation with
matrix factor-
isation, called
Fairness-Aware
BPRMF

Achieves good
fairness with
small loss of
accuracy.

- Changes in pop-
ularity over time
not considered
- Cold-start prob-
lem for first-time
lenders.

Sonboli
et al.
(2020)

Fairness-aware
recommender
system

Social Choice
for Re-ranking
Under Fairness
(SCRUF)

Personalised
recommendations
with multiple,
fairness-based
re-rankers.

- Model trained
on a subset of
loan features and
completely omits
unsuccessful
applications
- No solutions
to the cold-start
problem.

Beutel et al.
(2019)

Evaluation met-
rics to measure
algorithmic
fairness

Multi-layer neural
network

Regularisation
approach and
randomised pair-
wise comparisons

- Item groups
based on one
attribute only,
may not work
with Kiva loans
- Assumes act-
ive lenders with
identifiable lend-
ing patterns.
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3 Methodology

The aim of this project was to propose a recommender system that introduces more fair-
ness into charitable P2P lending by distributing funds more evenly on the Kiva platform.
Prior recommender systems placed the emphasis on personalising recommendations with
an added fairness element, however, Kiva has significantly less returning lenders than
new ones, therefore personalisation may be difficult or less efficient as shown by related
studies. Furthermore, each loan application has a finite funding time and finite target
amount meaning that the loans cannot be recommended to a large number of users.
This poses a unique situation in terms of recommender systems as recommendations are
usually based on user transaction history or item popularity or similarity. This paper
proposes a novel approach to loan recommendations based on the initial classification
of applications by their popularity or funding status using Näıve Bayes and Logistic
Regression classification models, followed by the adapted application of the ε-greedy
algorithm, which proposes a solution to the Multi-Armed Bandit Problem. This study
loosely followed the Cross Industry Standard Process for Data Mining framework without
the deployment step. This chapter describes the research methodology whose steps are
shown in figure 1.

Figure 1: Research Methodology Steps

3.1 Business Understanding

P2P lending has been playing an increasing role in the financing of populations without
access to traditional financial institutions. While credit risk is an important factor in
for-profit P2P lending, charitable lenders are driven by the intention to help. In spite
of this, there are borrowers that are disadvantaged even on charitable lending platforms.
This paper proposes a model-based recommender system that puts forward potential
borrowers whose applications have a low probability of getting funded based on historical
transactions.

3.2 Data Understanding

The datasets used in this project were acquired from the Kiva platform through their
API. The platform regularly prepares data snapshots, which are available for download

8



in csv format 4. The snapshots include three separate datasets, one about loans, another
one about lenders and the third one about loan-lender interactions. The present project
was primarily built on the loans dataset.

After importing all three datasets, an exploratory data analysis was conducted. The
initial inspection and descriptive statistics of the lenders dataset revealed that the number
of lenders is 80% of the number of loans, furthermore, the mean number of loans per lender
was 20, median was 3 and the mode was 1. These findings highlighted that most lenders
only lend 1-3 times, therefore recommendations could not be based on user transaction
history, instead it had to consider the cold-start problem. As discussed in chapter 2,
Burke et al. (2020) and Lee et al. (2014) noted that their recommender systems did not
work well with new users, which is the majority of the users on the Kiva platform.

The loan dataset included the details of nearly two million loans, each of which had
34 features describing various attributes of the loans and the applicants.

3.3 Data Cleaning and Preprocessing

The data exploration process included inspecting the features, data types and missing
values. 15 columns were removed from the dataframe as they were deemed not to con-
tribute to the potential model as they contained too specific information, such as names,
video or picture IDs, or redundant information, such as duplicates.

Missing values in the various attributes were handled in different ways: where the
proportion of missing values was low and the attribute was deemed significant, NA ob-
servations were removed or variables were imputed based on mean, mode or unique value
if those values needed to be distinguishable. Attributes with large proportion of missing
values were removed.

The original pandas dataframe stored features describing dates as object data type.
These were cast to ’datetime’ type for further computations. A new attribute was com-
puted from the date variables to quantify funding period, and use it in regression models
to predict funding speed. The same variable was used to create binned popularity classes
based on the funding speed for a classification approach.

The descriptive statistics of the newly computed funding period column revealed that
there were observations with negative or long funding periods, which were not in line
with the platform’s terms and conditions. Such outliers were removed. The fundraising
period was further inspected by computing another feature for planned fundraising period.
Grouped summary statistics were generated, which showed that applications distributed
by local field partners had a shorter fundraising period than direct applications where
the borrowers posted their applications themselves.

Previous research, such as Ly and Mason (2012) indicated that loans to women get
funded significantly faster than loans to men, thus the feature containing gender inform-
ation needed to be carefully transformed. The original dataset listed the gender of each
applicant separately in an ’object’ feature, which resulted in 23895 unique combinations
of female and male, single and group applications. This was reduced to a smaller number
of unique values using pandas’ string methods: counting the number of occurrences of
’fe’ and ’ma’ strings in each record where ’fe’ indicated the number of women and ’ma’
indicates the total number of applicants; the number of males was calculated as a differ-
ence of these. The gender variable was eventually transformed into ’female’, ’male’ and
’mixed’ categories for better classifications.

4https://www.kiva.org/build/data-snapshots
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The categorical variables - sector, country, distribution method, gender and repayment
terms - were one-hot encoded using pandas get dummies method. Numerical features,
loan amount and lender term, were normalised to a range between 0 and 1 using Scikit-
learn’s MinMaxScaler function to avoid that these features weigh more heavily in the
classification model.

3.4 Models

This research project utilised two types of models sequentially to achieve fairness-based
recommendations: the first one aimed to predict the success of loan applications through
classification, while the second one made recommendations for potential lenders.

3.4.1 Classification

Two approaches were considered to infer application success: regression to predict fund-
ing period and classification either to predict funded status (funded or expired) or ’pop-
ularity’, a five-class classification where the popularity classes were derived from the
binned funding days variable. The regression model would have allowed a more accur-
ate calibration of applications. Pearson’s correlation was calculated and visualised using
seaborn’s heat map to verify correlations between numeric attributes. While female at-
tribute showed strong negative correlation (r = -0.86) with funding speed indicating that
female applicants receive the funds quickly, other features, including loan amount and
lender term showed weak correlations with the length of funding (r = 0.15 and r = 0.23
respectively), therefore it was concluded that numeric features were not strong predict-
ors of funding speed, thus regression was discarded and the classification approach was
implemented.

Logistic regression and Näıve Bayes classifications were utilised for the prediction of
loan success due to the accuracy, speed, simplicity and suitability of these algorithms for
high-dimensional datasets. It has to be noted that the nature of this project - fairer and
more even distribution of funds - allowed less accurate predictions as the second stage
introduced a level of randomness into the recommendations.

Näıve Bayes algorithms are based on Bayes’ theorem that describes the probability
of an event based on prior knowledge of conditions that might be related to the event.
”Given a hypothesis (H) and evidence (E), Bayes’ theorem states that the relationship
between the probability of the hypothesis before getting the evidence P(H) and the prob-
ability of the hypothesis after getting the evidence P(H|E) is” 5

P (H|E) =
P (E|H)

P (E)
P (H) (1)

The model is called naive because it assumes the independence among attributes; the
presence of a particular feature in a class is unrelated to the presence of any other feature
and all of the features independently and equally contribute to the probability of the
class.

Two näıve Bayes approaches were tested: one based on Bernoulli distribution, which
only accepted discrete values in binary form; and the other one based on multinomial
distribution. ”The multinomial distribution describes the probability of observing counts
among a number of categories, and thus multinomial Näıve Bayes is most appropriate for

5https://brilliant.org/wiki/bayes-theorem/
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features that represent counts or count rates” (VanderPlas; 2016). Scikit-learn’s Bernoulli
Näıve Bayes implementation takes the argument ”binarize=True” that maps floats to
booleans such that the two numeric features were also included in the classifier.

The näıve Bayes models were contrasted with logistic regression whose assumptions
were also met by the dataset: the dependent variable was dichotomous (funded vs. ex-
pired); there were no outliers (continuous predictors were standardised) and there was
low level of multicollinearity.

The models were trained and tested with various feature selections and different splits
between the training and test sets to find the one with the highest accuracy of prediction.
A high training split ratio may lead to overfitting, however, the Näıve Bayes algorithm is
less prone to overfitting due to its simpler hypothesis function when compared to other
algorithms. Overfitting would only occur if the class had too many values and a relatively
small data set was trained. The dataset used in this research project did not suffer from
these restrictions, thus Näıve Bayes was a suitable classifier. The models were tested
with two different target variables: the previously mentioned two-class (funded status)
and five-class (popularity) options.

The classification models were evaluated as described in subsection 3.5.

3.4.2 Recommendation System

In the past years, the rapid evolution and growth of large-scale online services with
more and more items to choose from made recommender systems an important tool for
information filtering. They help both the users by allowing quicker decisions and online
platforms to sell more and better suited items. While all recommender systems have the
same goal - to make relevant recommendations -, there are several approaches to achieve
the best results. Isinkaye et al. (2015) summarise the main recommendation techniques
in figure 2 .

Figure 2: Recommendation techniques

Various recommendation techniques had been considered to answer the research ques-
tion. In content-based filtering, the recommendation is made based on the user profiles
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using features extracted from the content of the items the user has evaluated in the past.
This technique was not suitable for this project as most lenders are either new to the
Kiva platform or have only lent a few times before, furthermore, this technique would
reinforce the user’s previous behaviour.

In collaborative filtering, the model builds a user-item matrix of preferences for items
by users. It then matches users with relevant interests and preferences by calculating
similarities between their profiles to make similar recommendations within such user
neighbourhoods. This technique was dismissed for similar reasons as the content-based
filtering. In addition, loan applications have a limited lifespan on the platform: once the
requested amount is reached or the funding period expires, loans are removed.

The above techniques do not offer an adequate solution for the cold-start problem, a
scenario where a recommender system does not have sufficient information about a user
or an item in order to make relevant predictions. This paper attempted to solve this
challenge with the application of the ε-greedy algorithm, which is a strategy for the
solution of the multi-armed bandit problem. Decisions are often made to maximise some
expected numerical reward, but they can also help discover new knowledge that could
be used to improve future decisions. The multi-armed bandit problem is an instance
of this dilemma. A multi-armed bandit is similar to a traditional slot machine (one-
armed bandit), but has more than one lever. ”When pulled, each lever provides a reward
drawn from a distribution associated to that specific lever. Initially, the gambler has
no knowledge about the levers, but through repeated trials, he can focus on the most
rewarding levers” (Vermorel and Mohri; 2005). The dilemma is how to optimise the
overall reward by balancing known rewards and discovering new options that may bring
in higher rewards. This process is referred to as exploitation versus exploration trade-off
in reinforcement learning.

There are multiple strategies dealing with this problem. The ε-greedy policy follows
a greedy arm selection policy and chooses the best-performing arm (highest reward) with
1-ε probability, but ε percent of the time it chooses a random arm (Auer et al.; 2002).

As Vermorel and Mohri (2005) indicates, ε-greedy in its simplest form cannot reach
optimum results with a constant ε, that is a constant exploration percentage since the
algorithm learns which are the most rewarding options, therefore their selection prob-
ability should increase. This project attempted to turn this handicap of the ε-greedy
algorithm into an advantage in the achievement of the research goal. More fairness was
attempted by using a constant ε exploration probability in order to avoid moving toward
more reward. Moreover, reward, which, in other domains could be represented by positive
feedback, was replaced by a dummy score attribute, which was derived from the predicted
status of the application. Loans predicted as not-funded were generally assigned higher
but random scores than loans predicted as successful. In order to avoid bias, the pro-
portion of the exploration phase was similar to that of the exploitation phase. Figure 3
shows the components of the ε-greedy algorithm.

3.5 Evaluation

The performance of classification models was evaluated using accuracy, precision, recall
and the F-measure. Accuracy measures the percentage of instances correctly predicted
by the model. Precision expresses the fraction of relevant instances among the retrieved
instances, while recall is the fraction of relevant instances that have been retrieved over
the total amount of relevant instances. These metrics are expressed in the following
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Figure 3: ε-greedy recommendation process

formulas:

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Precision =
TP

TP + FP
(3)

Recall =
TP

(TP + FN)
(4)

F-score is the harmonic average of precision and recall. The closer the F-measure is
to 1, the more accurate the prediction is.

F1score = 2 ∗ Precision ∗Recall
(Precision+Recall)

(5)

The evaluation of recommender systems is a challenging task as their usefulness can
only be observed once they are implemented. Typical evaluation metrics are accuracy,
the fraction of correct recommendations out of all possible options, and coverage that
measures the fraction of items that the recommendation system is able to provide re-
commendations for (Isinkaye et al.; 2015). Measuring accuracy requires knowledge of
previous user-item interactions, which was not available for the present study. Coverage
seemed a more appropriate approach to evaluation, however, the randomness included
in the algorithm made this metric hard to quantify. A standard metric for multi-armed
bandit algorithms is regret, which is the difference between the reward of the chosen arm
and the reward of the best possible arm (LeDoux; 2020). Since the reward of the arm
that was not chosen is unknown in this case, the most appropriate evaluation metric was
cumulative reward. This was based on a dummy score, which was assigned to each loan
based on their predicted funded status where the score of predicted not funded loans
was distributed in a higher range than that of predicted funded loans. This means that
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the model can be measured on the cumulative or mean reward achieved over several
iterations.

4 Design Specification

This research project was implemented using Python as programming language in the
Jupyter Notebook environment through Anaconda package manager. The data was down-
loaded from the developer page of the Kiva platform where it was presented in csv format.
Both data preprocessing and the models - classification and recommendations - were per-
formed in Python. Figure 4 shows the design flow chart.

Figure 4: Design Flow Chart

The study made use of several Python libraries for the various tasks: Pandas and
Numpy were used throughout the whole project for data preprocessing, data manipula-
tion and analysis; Matplotlib and Seaborn were applied for visualisations; Scikit-learn’s
preprocessing, classification and metrics packages helped the model development and
evaluation phases; finally, the Random package was utilised in the implementation of the
recommender system.

The classification phase utilised standard Python packages, while the recommender
system was based on an individual solution, which had not been mentioned in the related
literature. The recommender system design included the following steps:

• Creating a new feature as a substitute for the ”reward” feature in the ε-greedy al-
gorithm. This new feature, ”dummy score”, was derived from the predicted funding
status of applications. A random integer was generated in way of ”dummy score”
where the score of ”expired” applications moved within a higher range than the
score of ”funded” applications.

• In the greedy strategy, arms of the multi-armed bandit have to be selected. The
arms were represented by the ”loan id” feature in this application.

• The algorithm took various other arguments. These were ε, representing the prob-
ability of the exploration phase where loans with lower dummy score were selected,
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while 1-ε indicates the probability of the exploitation phase when loans with a high
dummy score were selected. The slate size argument referred to the number of re-
commendations to be made in each round and batch size indicated the number of
users the same recommendation could be made for.

• The algorithm first decided if it was exploration or exploitation phase by randomly
selecting one of them from a binomial distribution.

• In the exploration phase, the model randomly chose the predefined number of loan
applications from all applications using the Numpy random.choice function.

• In the exploitation phase, however, it sorted applications based on their dummy score
and chose the ones with the highest scores.

• In the final step, list recommendations was extracted.

5 Implementation

The main raw dataset used for this project had a shape of 1951124 x 34 and it required
extensive preprocessing for the implementation of the classification models. 14 features
were selected for the algorithms. The variables that were dropped included date attrib-
utes, original language, detailed description of the loan application, tags and the number
of lenders to each loan, which could not be used as a predictor as it was not a prior
attribute of the loan. The selected variables contained both numerical and categorical
data types and included the following:

• Loan amount - float;

• Lender term - float, the length of loan repayment period;

• Sector - categorical, what field the loan will be used in, e.g. agriculture, retail,
personal use and more with 15 unique categories;

• Country - categorical with 99 unique values;

• Repayment interval - categorical with three values;

• Distribution method - categorical with two categories: field partner and direct;

• Partner id - categorical variable including the individual field partners’;

• Female - integer, indicates if the borrower or borrowers were female;

• Male - integer, indicates if the borrower or borrowers were male;

• Mixed - integer, indicates if the applicants were a mixed group;

• Group - integer, indicates if it is an individual or group application

• Funding days - float, the number of days between posting date and full funding
date

• Status - object, shows if an application reached full funding or expired.
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• Popularity - object, alternative target variable, which indicates how quickly an
application got funded.

The classification algorithms were run using Scikit-learn and various settings were
tested to find the best performing model.

Both näıve Bayes algorithms and the logistic regression model were implemented with
different train - test splits from 65 - 35% to 80 - 20%. The applied algorithms handle
high-dimensional datasets well, therefore all features that had low proportion of missing
values and could potentially contribute to the classification were included initially.

The Bernoulli näıve Bayes model was implemented using the BernoulliNB method
from Scikit-learn. It provides the argument ”binarize=True”, which transformed the
loan amount and lender term features into binary form, while the other features were
already one-hot encoded.

Multinomial näıve Bayes was implemented with Scikit-learn’s MultinomialNB method.
Scikit-learn’s LogisticRegression function was applied in the third classification model.

For the binary classification, it was implemented with parameter ”solver = liblinear” as
it applies automatic parameter selection. For the multi-class classification, the ”solver =
saga” parameter was utilised, which is a variant of Stochastic Average Gradient Descent
and it is recommended for multi-class predictions for large dataset.

All of the classifications were evaluated with accuracy, precision, recall, F1 score,
specificity, AUC and confusion matrix with the help of sklearn.metrics package.

The recommendation system was implemented by first assigning dummy reward scores
to each record based on their funded status as predicted by the multinomial näıve Bayes
model combined with random numbers. Numpy’s ”randint” function was used to gener-
ate the scores in a way that applications predicted as not funded were assigned a random
number in a higher range than records predicted as funded. This approach allowed
predicted unsuccessful applications to have an assumed higher reward; and thus to be
prioritised by the ε-greedy recommender system during the exploitation phase. The arms
of the multi-armed bandit were represented by the ”loan id” attribute. The algorithm
first decided if it was exploration or exploitation phase using Numpy’s ”random.binomial”
function in a way that the probability of choosing exploration was ε. During explora-
tion, the recommender system selected records from the pool of all applications using
the ”random.choice” function. For the exploitation phase, applications with the highest
reward scores were picked for recommendations. This model was tuned by adjusting the
probability of exploration (ε) versus exploitation, the number of recommendations to be
made in each implementation and the number of times the same recommendation should
be made.

6 Evaluation

This chapter presents the evaluation of the output of the main implemented models using
the previously described metrics.

6.1 Multi-class classification / Predicting popularity levels

Multinomial näıve Bayes and logistic regression were implemented to predict popularity
classes derived from the number of funding days. A 70 - 30% training and test split
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provided the best results. Table 2 summarises the main average weighted metrics of
these models.

Table 2: Multi-class classification results

Model Accuracy Precision Recall F1-score
Multinomial NB 0.38 0.37 0.38 0.36

Logistic Regression 0.39 0.39 0.39 0.36

Both models achieved weak results with accuracy, precision, recall and F1-score all
below 40%, therefore the use of the output of the multi-class classifications as input for
the recommendation system was dismissed.

6.2 Binary classification / Predicting funding status

Three algorithms were run for the binary classification problem: Bernoulli and multino-
mial näıve Bayes and logistic regression. Table 3 summarises their evaluation results.

Table 3: Binary classification results

Model Accuracy Precision Recall F1-score
Bernoulli NB 0.95 0.91 0.95 0.93

Multinomial NB 0.93 0.93 0.93 0.93

Logistic Regression 0.95 0.93 0.95 0.93

All three models performed similarly based on accuracy, precision, recall and F1-
score with the Bernoulli näıve Bayes slightly falling behind on precision. Results were
further evaluated using ROC curve and AUC. Figure 5 shows the comparison between
the three implemented models and a random prediction. The Bernoulli näıve Bayes
model’s prediction does not exceed that of a random prediction, thus it performs poorly.
Logistic regression achieved an AUC of 0.838 while the multinomial näıve Bayes algorithm
produced an AUC of 0.813 indicating that logistic regression was the best performing
classifier.

Considering the research goal, which was more representation of ”unpopular” loan
applications in recommendations to potential lenders, it was important to capture a large
proportion of the true negative predictions, which can be expressed in the specificity
metric, therefore confusion matrices were created and compared. Figure 6 shows the
confusion matrices for the best performing classifiers based on the previous evaluation
metrics. The Bernoulli näıve Bayes model did not identify any negative instances. It has
to be noted that there was a class imbalance in the dataset as over 90% of the instances
were funded.

The multinomial näıve Bayes model identified 4725 true negatives out of 26288 neg-
ative instances (specificity = 0.18), while the logistic regression prediction resulted in
175 true negatives out of 26308 negatives (specificity = 0.007). For the purpose of the
fairness-aware recommender system, the multinomial näıve bayes classifier was chosen as
it served the purpose of prioritising disadvantaged applications more, however, none of
the classifiers performed well overall.
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Figure 5: ROC and AUC

(a) Multinomial näıve bayes confusion matrix (b) Logistic regression confusion matrix

Figure 6: Confusion matrices for the binary classification

6.3 Recommender system

The ε-greedy policy- based recommender system was evaluated on the assumed reward
(dummy score) of each choice. These dummy scores were arbitrary as they were substi-
tutes for the ”clicks” or ”likes” that items would get from users in a live system. The
recommender system was tested with three different ε settings: the tested models included
ε = 0.3, 0.4 and 0.5 exploration probabilities. The same number of iterations, batch and
slate sizes were applied for each iteration. Batch size refers to the number of lenders the
same recommendation should be served for and slate size indicates the number of loans
in each recommendation. Figure 7 shows the achieved rewards with different ε settings.

Rewards were highest when the probability of exploration was 30% (mean reward =
41) and lowest when the probability of exploration was 50% (mean reward = 26).

The model was also evaluated on the recommendations of predicted and actual status
of loan applications as shown in figure 8.

The mean reward for loans predicted as not funded was higher than for loans predicted
as funded, which was in line with the expectations, however, the comparison with the
rewards of the actual funding status shows that the rewards of the two groups are nearly
equal, successful applications have a slight advantage. This may be the result of the sub-
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(a) Mean rewards at different ε settings (b) Cumulative rewards at different ε settings

Figure 7: Rewards after 30 iterations

(a) Mean rewards of recommended loans by pre-
dicted status

(b) Mean rewards of recommended loans by ac-
tual status

Figure 8: Rewards based on predicted and actual funding status

optimal performance of the previous classification models. The last evaluation metric was
the percentage of not funded loans included in the recommendations. Table 4 summarises
the proportion of predicted and actual unsuccessful applications.

Table 4: Recommendations by funding status

ε value Predicted not funded % Actual not funded %
0.3 71% 6%

0.4 51% 5.3%

0.5 52% 5.1%

The numbers show that there was a significant gap between the proportions of pre-
dicted and actually not funded applications, which, again, may be due to the performance
of the classification models.

6.4 Discussion

The above results represent the final and best performing models tested during this
project. The evaluations indicate that the ε-greedy algorithm achieved a good result
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in recommending ”predicted not funded” applications based. A significant proportion
of recommendations were selected from this group. After further clarification of the
concept of fairness in a charitable lending context, the parameters of the model can be
tuned further to achieve the desired results as it proved to be a feasible option for cold-
start recommendations. In contrast, the classification models achieved poor results in
identifying true negative instances, thus the input for the recommendation algorithm was
of poor quality, which lead to a significant discrepancy between the recommendations of
predicted and actual not funded instances. In the future, the classification models may be
improved by including further loan attributes, such as text analysis of loan descriptions
or the existing tags.

7 Conclusion and Future Work

The main objective of this paper was to propose a fairness-based recommender system for
P2P platform, Kiva. A novel approach was proposed in this domain; instead of utilising
historical user-item interactions, which is the basis of personalised recommendations and
reinforces users’ existing lending patterns, a generic recommender system was developed
based on predicting application success and subsequently attempting to include more
items in recommendation that were predicted to be unsuccessful. The evaluation of
the applied method, the ε-greedy policy showed that the model was capable of offering
diverse recommendations, which can be further tuned according to specific requirements.
However, the overall performance of the recommender system was negatively impacted
by the subpar quality of the classification models.

The limitations encountered during the development of the solution included difficulty
in correctly predicting the success of applications due to the lack of strong predicting at-
tributes beside gender, and the built-in randomness, which, on one hand, allows more
applications to be covered by the recommender system, on the other hand, cannot guar-
antee a steady proportion of disadvantaged applications.

As shown in the literature review in chapter 2, charitable lending by definition is
essentially driven by emotions and perceived usefulness as opposed to rational, financial
decisions, therefore future work would benefit from collaboration with psychologists or
marketing professionals in developing fair recommendations. A possible approach would
be the implementation of certain tags and specific wording for less popular items, which
would make them look more attractive to aspiring lenders. Similarly, further text analysis
on applications could be beneficial to understand potential associations between the loan
appeals and application success.
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