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1 Introduction 
 

This configuration manual describes the hardware and the software used to build fake review 

detection system. The steps mentioned in this manual can be followed to reproduce our 

results and build a fake review classifier using transfer learning models. 

 

2 Hardware and Software Requirement 
 

To train the transfer learning-based models, BERT, RoBERTa, DistilBERT, and ALBERT, 

Google Collaboratory cloud machine is used due to large training data. The specification of 

the host device is given below. 

 

 
 

The project is implemented using Python 3.7, and the required libraries are mention in the 

below table. A Gmail account is mandatory to access Google Collaboratory. The 

implementation of our project is carried out on Google Colab Pro. Also, the dataset is 

available in .db extension, hence SQLite Database is required. 
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3 Dataset 
 

The data used in our research project is collected by Mukherjee et al. (2013). It can be 

obtained by contacting the researchers via email (dcsliub@gmail.com). 
 

 
 

The yelp data is provided with .db extension and can be opened using SQLite Database. 

 
 

 
 

 

 

 
 

 

 

 

 

 

 

 

 

 

mailto:dcsliub@gmail.com
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4 Implementation 
 

Post logging into Google colab Pro, Notebook setting needs to be change to GPU and High-

RAM. 

 
 

The dataset (.db file) should be uploaded to Google Drive and using below code, the 

notebook is mounted to google drive.  User needs to click on below link, login to Gmail and 

enter the authorization code in notebook. 

 

 
 

 
 

Also, using the Gmail account, the user needs to create a Weights & Biases account by going 

on https://wandb.ai/site. This is used for visualizing model training. 

https://wandb.ai/site
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Importing Libraries for Data loading, EDA and Data cleaning. 

 

 
 

Connecting with SQLite database to load first dataset to Python and storing in a Dataframe 

 

 
 

Loading second dataset from database to Python and storing in a Dataframe 

 

 
 

Renaming few column names and merging two dataframe to consolidate the data 
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Marking fake reviews as 1 and genuine reviews as 1 

 

 
 

Checking for null values in dataset 

 

 
 

Plotting Pie chart to understand distribution of fake and truthful reviews 
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Plotted bar graph to understand count of reviews 

 

 

 
 

Defining and applying functions to expand contractions, remove puntuations, special 

characters and digits present in the reviews. 
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Checcking for duplicate reviews in the dataset and removing the same 
 
 

 
 

Selecting columns required for model training and converting DataFrame to csv 
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Pretrained Model Implenmentation: 

 

Fine-tuning RoBERTa with fake review detection dataset 

 

Installing Transformer and Simple Transformer library 

 
 

Importing other ClassificationModel from Simple transformers library along with other 

essential libraries. 
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Mounting Google drive and loading the cleaned data from CSV to Pandas DataFrame. 

 

 
 

Selecting 50% of cleaned dataset using df.sample and printing the shape. The value of frac 

can be set to 0.1 when 10% of data is required for model training. 

 

 
 

 

 

 

 

 



10 
 

 

Dividing the data into Train-Evaluation-Test sets 

 

 
 

 

Printing the shape of Train-Evaluation-Test sets 
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Converting the data to dataFrame 

 

 
 
 

Creating a binary Classification Model for RoBERTa and providing hyper-parameters values. 

Also, train the model with training data and evaluating using eval data to prevent overfitting 
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When the execution starts, the user will be asked to authenticate the wandb account. By 

clicking on the mentioned and logging in, user can get the API key. After entering the key the 

model training will begin. 
 
 

 
 
 

 
 

Testing the classifier using test data 

 

 
 

Printing Confusion Matrix and Classification report 
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Similarly, BERT, DistilBERT, and ALBERT with 10% and 50% data are trained by making 

necessary changes in ClassificationModel and providing the values of hyper-parameters.  

 

 

References 
 

Mukherjee, A., Venkataraman, V., Liu, B., Glance, N. et al. (2013). Fake review detection: 

Classification and analysis of real and pseudo reviews, UIC-CS-03-2013. Technical Report. 
 


