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Abstract 

This paper investigates the relationship between the need to launch a lifeboat and the weather.  The 

ability to predict when a rescue boat will have to be launch will greatly assist organisations, such as 

the RNLI, that are dependent on volunteers for their efforts.  Being able to predict when a launch is 

most likely will assist volunteers in planning personal activities, and add to the local, institutional 

knowledge currently used by volunteers.  The impact of the volume of water users, as represented by 

Bank Holiday weekends, is also considered. 

Data used include Irish weather data from Met Eireann, Incident data from the RNLI, Irish Bank 

Holidays, Seasonality, and a Calendar and the architecture used include an Azure SQL Server and 

RapidMiner hosted on an Azure Virtual Machine.  The project was executed on Cloud based 

technologies to reflect the reality of geographically dispersed volunteers. 

 Nine predictive models are evaluated in terms of Accuracy, Class Prediction and the Cost to 

Compute.  Gradient Boosted Trees and Deep Learning are found to be the best fit/ models deployed. 

Further research is also identified taking gender, skill level and the types of incidents into account.  

This will inform policy making for water safety. 

 

1 Introduction 
 

There are on average 25 accidental coastal drownings in the Republic of Ireland (Kervick et 

al., 2016) each year.   

Speed is critical during a rescue situation (Shih et al., 2018) and survival becomes extremely 

unlikely after 30 to 90 minutes depending on the water temperature (Tipton & Golden, 2011).   

The RNLI measure time to casualty from the time that they are informed until the casualty is 

reached.  That includes time to assemble as small craft survivability drops from almost 100% 

up to 25 minutes to approximately 20% after 55 minutes. (Pitman et al., 2019).  Studies into 

CPR for reasons other than drowning have found that CPR resuscitations on lifeboats occur 

under mainly hostile conditions (Seesink et al., 2019) and that only 30% of patients responded 

to CPR and in survival rates vary from an average of 8% to 2% or less if the delay is longer 

than ten minutes (Capucci et al., 2002). 
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The Royal National Lifeboat Institution (RNLI) defines itself as the “charity that saves lives at 

sea”1. And provides rescue from 238 lifeboat stations across Ireland and the UK.  Of the almost 

six thousand crew 95% are volunteers (Royal National Lifeboat Institution, 2021).  There are 

also 54 Community Rescue Boats Ireland (CRBI) that not affiliated with the RNLI, and trained 

by water safety Ireland. (Water Safety Ireland, 2021).  Of these 40 are a declare resource used 

by the Irish Coast Guard along with the 35 RNLI Stations.  Many of these groups were set-up 

in communities after a tragedy as there was no other resource nearby. 

 

Rescue attempts are mainly reliant on thousands of unpaid volunteers (Macleod, 2018), who 

have to get to the lifeboat station2 from wherever they are once they have been paged.  

Managing unpaid volunteers can be very challenging (Munro, 2011; Ward & Greene, 2018) 

and in the case of the RNLI studies (O’Toole & Grey, 2015) have found that many volunteer 

crew at the RNLI have familial and community ties, share knowledge only among those they 

trust and have a share experience with (O’Toole & Calvard, 2019; Roger, 2004).  Expert 

knowledge is most often related to first-hand experience in local waters and a significant 

percentage of volunteers have family members who are (or were) volunteers (Grey & O’Toole, 

2020). 

 

As the demographics of water users and the volunteers change there is less local knowledge.  

This is where data analytics and machine learning can be a useful tool.  The ability to predict 

whether there’s likely to be a requirement for rescue can allow volunteers to plan their 

activities.  The focus of the research objectives and research questions is on volunteer activity 

(i.e. launching the boats).  The reason for, and outcome of, the launch is therefore ignored for 

the purposes of this project, and should be investigated further in future work. 

 

The objective of this paper is to describe the weather conditions prevalent during a launch and 

ultimately predict the likelihood of a launch given the weather.  

To that end the following research questions are identified: 

Can we predict the likelihood of the need to launch an Irish rescue boat based on the weather? 

Can we improve the prediction by adding in additional variables to estimate number of people?  

 

This paper will contribute to scientific literature by using Irish data to evaluate the relationship 

between the weather and incidents at sea, and by extending work related to weather and traffic 

accidents to marine accidents. 

 

  

 

 
1 https://rnli.org/about-us 
2 https://rnli.org/what-we-do/lifeboats-and-stations/what-it-takes-to-launch-a-lifeboat 
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The report has the following sections: 

• An analysis of the work related to rescue in the marine environment, and an analysis of 

work combining weather data with incidents in Aviation and Traffic.  

• A discussion of the research methodology, including the process followed and the 

sources and transformation of the raw data 

• The Design Specification including tools and resources used 

• The implementation of the design including results and suggested models 

• Evaluation of the models created during the implementation and selection of the models 

with the best fit 

• Summarising the results of the paper and suggestions for future research. 

 

2 Related Work 

2.1 Marine Rescue 

Pitman, et al (2019) investigated the causes of sea rescues by RNLI using the data from six 

years (2011-2016) of rescues in UK waters.  The factors used in their study included 

environmental conditions (visibility, sea state, etc.), lifejacket wear, and response times for 

rescue.  They used traditional statistics and developed a Poisson model to evaluate their data.   

The main finding was that wearing a life jacket significantly improves survival rates and this 

has led to an increased focus in the RNLI on campaigning the use of life jackets.  

The results show a clear seasonal impact with incidents during the winter resulting in a higher 

proportion of fatalities.  Users fishing from shore are also shown to be at high risk of drowning 

and the study suggested policy improvements across sea safety in the UK.   

 

A limitation of this study was that the data used was solely limited to the RNLI database and 

the sea and weather conditions recorded there.  This isn’t always up to date or complete. 

The classifications for weather were also very broad including several values with no impact 

on the results.  This has been shown in other literature to be a weakness and that less categories 

could lead to stronger results.  In addition, this study only used the data related to the UK. 

As seasonality has an impact on survival, seasons were added to my dataset.  I also combined 

the RNLI data with external weather data to improve the results.  The added benefit of this is 

that there were results available for days without any incidents which will allow me to 

determine whether or not using weather data will allow the prediction of when incidents may 

occur. 

 

There were three related studies that focused on the risk of drowning at beaches: 

• Stokes, et al (2017) used multiple linear regression (MLR) and a Bayesian belief 

network (BBN) to select the beaches most in need of life guard services in the UK.  The 

main factors determining the selection was risk of life due to morphology type of the 

beach, car parks, and headlands.  BBN was found to be superior at allowing for 

variables based on subjective expert opinions but had a lower accuracy that traditional 

MLR.  Limitations of the study was the use of only a limited dataset (3 years of data 
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for a small selection of beaches under consideration) and the use of only one model.  

To improve on the study use more data and additional models. 

• In Australia researchers found that experience improves the ability to swim well in surf 

(Tipton et al., 2008) by testing the speed with which various swimmers completed set 

distances. They found that more experiences swimmers fare better in various 

conditions.  A limitation of the study was that the participants were all involved in life 

saving activities and therefore the study excluded inexperienced, casual swimmers.   

• A further study (Morgan & Ozanne-Smith, 2013) found that frequency of rescues and 

the outcome thereof was influenced by offshore winds and higher temperatures and also 

by the experience and health of the swimmer.  Limitations of the study were the 

judgement of the lifeguard used to determine experience, and the lack of explanation 

for the higher numbers of people on the beach. 

 

A study of 160 near-drowning experiences in Finland found that there is often an “absence of 

rational thinking “ in a drowning situation and that not being alone is often enough to make a 

difference (Toivonen, 2016).  The experience of a swimmer may therefore not always be a 

factor when it comes to an emergency at sea.  There is no study that includes sailing experience 

in Leisure activities.  A weakness not addressed by this paper. 

 

Studies related to commercial shipping include: 

• A study of marine accidents using the Swedish Maritime Administration database 

clustered the data into eleven categories  (Mullai & Paulsson, 2011).  Fields with large 

numbers of values were reduced to smaller groups using judgement.  This is a limitation 

that can be improved by using Text Analytics.  

• A project using risk modelling of the safety factors involved in marine transportation 

accidents using Markov and Markov Chain Monte Carlo simulations (Faghih-Roohi et 

al., 2014).  This is an example with limited data and the models in this paper are not 

suitable for a large dataset such as the RNLI dataset. 

• (Eliopoulou et al., 2016) found that fishing vessels in European waters have aged 

significantly since 2006 and are therefore more at risk of engine issues requiring rescue. 

• A Nigerian study reviewed the causes of marine accidents in terms of the impact of 

human factors. (Oluseye & Ogunseye, 2016).  Data was collected from marine 

operators using surveys and analysed using traditional statistical methods.  Human 

errors were caused by substance abuse, fatigue, and stress leading to recommendations 

for regulation. 

• Viellechner & Spindler (2020) analysed the impact of weather on container shipping 

delays using 10 regression models and 7 classification model. They found that Neural 

networks and SVM gave the most accurate results.  A weakness of their study was that 

the time and cost involved in each of the methods was not included.  This means that 

there’s no discussion about the practicality of deploying the various methods at scale. 
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Advances in Technology that may impact future work: 

• Technology to assist in tracking a target at sea using a camera and various machine 

learning techniques are constantly evolving  (Bibby & Reid, 2005) (Xinqiang et al., 

2017). These advances may provide the ability to use drones in future for some of the 

activity currently requiring the launch of lifeboats and could positively impact on the 

number of hoax calls that waste a lot of time.  

• The use of buoys to obtain offshore wind measurements compared to the European 

Centre for Medium Range Weather Forecasts (ECMWF) of wind and wave models 

found that the forecasted models are continuously evolving and becoming more 

accurate .(Dee et al., 2011; Gallagher et al., 2016)  This means that, in future, offshore 

data can be added to the onshore data used in this study. 

2.2 Machine Learning Models in similar datasets (the impact of weather on 

traffic and aviation 

Papers related to Aviation: 

• As a follow up to a paper stating that there was a “killing zone” (Craig, 2001), where 

pilots with hours in excess of a certain number were more likely to crash using linear 

regression, the authors found that by using non-linear models a different picture 

emerges (Knecht, 2013) that has a more accurate prediction of when a pilot is likely to 

crash. 

• A project with a variety of machine learning techniques to predict conditions that 

increase the likelihood of aviation accidents (Burnett & Dong Si, 2017) and comparing 

the results to prior work using only statistical techniques.  The data used included old 

data and the authors noted how badly a model can be affected by not cleaning bad data.  

Decision Trees and other models taking account of subjective measures of the “human 

factor” were the least accurate. 

• A study into the prediction of serious flight incidents based on a large number of 

variables (Ni et al., 2019) found that a complex model using a deep belief network with 

principal component analysis gave the most accurate results.  It is an extremely complex 

model and very difficult to explain and therefore not suitable for a model to be used by 

volunteers. 

 

Papers related to Road usage and accidents that involve weather: 

• Analysis of severity of traffic accidents found that models struggle to predict small 

values. (Li et al., 2012).  This is due to the small number of accidents.  The authors did 

not attempt alternative methods and none of their models were accurate.  Future 

research was suggested, and the limitations were addressed in recent papers. 

• Modelling to predict the cause of road traffic accidents found SVM gave the most 

accurate results (75%) (Mohamed, 2014) assisting authorities in determining causes 

and developing strategies for prevention.  The time required to process these models 

was not provided. 

  



6 

 

 

• Recent work include: (1) Weather related crash prediction in Connecticut (Mondal et 

al., 2020) that compared different models and found Random Forest the most accurate 

at 73%. (2) Generalised additive modelling and Random Forest to analyse the impact 

of weather of traffic accidents in Mexico City (Bailey et al., 2020).  Found that there 

wasn’t as large a difference between the results of the two models as expected. (3) A 

study of the impact of weather on road surface conditions (Kim et al., 2021) used 

artificial neural networks (ANNs) had an accuracy in excess of 78% and found that 

there are significant benefits to road users to forecast when the roads conditions are 

more likely to lead to an accident.   

 

A study on the impact of weather impact on traffic (Harikrishnan & Postwala, 2021) compared 

several models and found low accuracy.  They didn’t group or cluster their variables and future 

recommendations include clustering to improve the accuracy of the results. 

 

In the study of weather and freeway crashes in China (Zeng et al., 2020) the complex SVM 

was inconclusive.  The authors used estimated weather and suggested improvements include 

the use of actual weather data.   

 

A study of the impact of weather on transportation performance found that more accurate 

results are obtained by limiting classifications to small group  (Zou et al., 2020).  E.g., 

classifying weather from various categories into Normal and Adverse gave more accurate 

insights into the data. 

 

Improvements to prior research predicting the impact on traffic caused by road accidents based 

on prevalent weather conditions (Harikrishnan & Postwala, 2021) by using more sophisticated 

models (Decision Trees with Classifiers and voting Ensembles, artificial neural network 

(ANN), and Gaussian Naïve Bayes.  These more models give greater accuracy but require a 

more computing power.  In a large city this cost is justified by the time saved after rerouting 

traffic.  A limitation is that this is not suitable for smaller projects.  

 

2.3 Summary 

There is a gap in the literature as none of the studies include Irish data – this paper will address 

that gap.   

Items identified from the related work to include in my design include: 

• Data cleansing improves the accuracy of models (Burnett & Dong Si, 2017) 

• Not grouping or clustering source data (Harikrishnan & Postwala, 2021)  

• Using estimated, not actual, weather data (Zeng et al., 2020) 

• Keeping the potential values in a category as small as possible  (Pitman et al., 2019; 

Zou et al., 2020).   

• Include computing power/time required in the evaluation of models (Harikrishnan & 

Postwala, 2021; Viellechner & Spinler, 2020)  
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3 Research Methodology 
 

The CRISP-DM (CRoss Industry Standard Process for Data Mining) Process model will be 

used as it is technology independent. (Wirth & Hipp, 2000) (Chapman et al., 2000). 

This model is discussed in more detail in section 4. 

 

Per the CRISP DM Model, the methodology followed is discussed in terms on Data (Collecting 

and Preparing), Modelling, and Evaluation. 

3.1 RNLI Data  

Table 1:  RNLI Returns of Service per Country3 

 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 

GBR 7594 8474 7962 8140 7623 7500 7555 7419 7979 7365 7819 8997 7757 

IRL 672 700 722 707 681 819 806 817 852 789 699 841 725 

n/a 21 38 33 27 52 12 19 14 5 4 2 1 5 

Total 8287  9212  8717  8874  8356  8331  8380  8250  8836  8158  8520  9839  8487  

 

Available RNLI Data related to Returns of Service from the RNLI Open Data project.  Due to 

the impact of Covid 2020 was excluded(De Vos, 2020). The UK was later excluded to focus 

on Ireland and data was limited to 2015 to 2019 to improve the model speed for deployment. 

A shorter period is consistent with the size of studies in the relevant data reviewed. 

Table 2: Abridged Irish Returns of Service from 2015 to 2019 4 

Sea Conditions At 

Incident Waterside 

Personal 

Water 

Craft Boat Other 

Grand 

Total 

CALM 229 44 396 138 807 

CHOPPY 86 26 226 7 345 

GLASS CALM 26 2 21  49 

HIGH 2  8 4 14 

MOD/CHOP 67 31 251 144 493 

ROUGH 64 18 162 48 292 

SLIGHT 261 89 648 211 1,209 

SMOOTH 209 49 371 134 763 

VERY HIGH  1   1 

VERY ROUGH 10 2 6  18 

(blank)  1   1 

Grand Total 954 263 2,089 686 3,992 

 

  

 

 
3 https://data-rnli.opendata.arcgis.com/datasets/rnli-returns-of-service/explore 
4 https://data-rnli.opendata.arcgis.com/datasets/rnli-returns-of-service/explore 
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Attributes included in the RNLI dataset include: 

• Latitude and Longitude of the rescue with some missing values 

• AIC (Description of the Incident – over 200 different values).  This is suitable for text 

mining in a future project, not used in this project 

• Lifeboat station.  This value was used to lookup the country and region of the lifeboat 

station.  The country was used to determine which bank holidays applied.  The station 

was also used to determine which weather station to use for weather data. 

• RoS Type – What type of boat was used to respond to the incident  

• CasualtyCategory, CasualtyTypeFull, Reason for Launch and Outcome of Service – 

These are categorisation field that were grouped for analysis. 

• Visibility, weather and sea conditions – at Launch and at the Incident.  These are 

dependent on crew observations and was replaced with Weather from Met Eireann. 

• Date and Time of Lunch.  The date was used to determine the season as there was 

seasonality in related data.  The time was used to split the data between morning, 

afternoon, evening, and night. 

3.2 Other Data 

Weather data: Hourly Irish weather up to 2020 as consolidated on Kaggle5.The hours were 

updated from 24:00:00 to 00:00:00 to reflect the standard SQL format. 

Bank Holidays in Ireland6 were used to determine bank holiday weekends. 

Calendar was scripted in hourly intervals. 

3.3 Mapping weather station data to RNLI stations 

The Haversine algorithm calculates the distance between two objects on the surface of a sphere 

(Prasetya et al., 2020) and is the best option for distances between two co-ordinates. 

 

Palupi, et al (2021) compared the results of the distance between two locations using the 

Haversine Formula and the Euclidean Formula. They found that over shorter distances the 

difference between the two formulas was not statistically significant. Another comparison of 

the Euclidean and Haversine methods found that the difference over a short distance is only 

0.003% (Maria et al., 2020) 

The Euclidean method was therefore used to determine the distance between the Irish Lifeboat 

Stations and the Irish Weather Stations  

 

The difference was calculated as follows: 

For each RNLI Station: 

• Calculate the difference with each weather station 

• Difference = √[(Latitude RNLI Station – Latitude Weather Station)2+( Longitude 

RNLI Station – Longitude Weather Station)2] 

 

 
5 https://www.kaggle.com/conorrot/irish-weather-hourly-data 
6 

https://www.citizensinformation.ie/en/employment/employment_rights_and_conditions/leave_and_holidays/public_holidays_in_ire

land.html# 
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• The Weather station with the smallest value is the closest to the RNLI Station 

• Review completeness of weather station data.  Mount Dillon missed 3,312 (3.15%) of 

hourly values. Finner 1,301 (1.24%) of hourly values.  Not material enough to impact 

model. 

3.4 Combining data sets 

• The 36 RNLI stations were combined with the scripted data and times: 36 stations x 5 

years (365*4+366) x 24 hours per day = 1,577,664 records. 

• The weather data for the closest station was added allowing the use of estimated, not 

actual, weather data as per related work (Zeng et al., 2020) 

• The bank holidays were added 

• The incidents were added. 

 

Initial models had an accuracy in excess of 98% as less than 2% of hourly measure had an 

incident.  The models simply predicted a “no” outcome for all parameters.   

3.5 Grouping the data – Categorisation to improve the models 

Based on the limitations and recommendations from the related work (Harikrishnan & 

Postwala, 2021; Pitman et al., 2019; Zou et al., 2020) the dataset was then reduce in complexity 

by grouping the data into categories. 

 

Temperature: 

• Very Cold <6 

• Cold 6 – 15 

• Moderate / Warm 16+ 

Windspeed7 , 

• Light Winds - Wind speeds of 1 - 14 knots (1-16 mph or 1-26 km/h) 

• Moderate Winds - Wind speeds of 15 - 19 knots (17-22 mph or 28-35 km/h) 

• Strong Winds - Wind speeds of 20 - 33 knots (24-37 mph or 39-54 km/h) 

• Gale - Wind speeds of 34 - 47 knots (39-54 mph or 63-87 km/h) 

• Storm - Wind speeds of 48 - 63 knots (55-73 mph or 89-117 km/h) 

 

Visibility8  

• Good: more than 5 nautical miles (9km) 

• Moderate: 2 – 5 nm (4 – 9 km) 

• Poor: 0.5 to 2 nm (4km) 

• Fog: less than 0.5 nm (1,000m) 

 

 

 
7 https://www.safeboater.com/learn-the-rules/weather.html 
8 https://www.met.ie/forecasts/marine-inland-lakes/sea-area-forecast-terminology 
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3.6 Modelling  

By Using a tool like RapidMiner deployed on a Virtual Machine in the Azure Cloud multiple 

models can be analysed very quickly. 

There was no consistency in the literature as to the best model to use, and a large number of 

varied models were reviewed with different models suggested as best fit in the related 

literature:Gradient Boosted Trees, Deep Learning, Support Vector Machine, Random Forest, 

Naive Bayes, Logistic Regression, Generalized Linear Model, Fast Large Margin, Decision 

Tree 

3.7 Improving models 

(Majeed, 2019) finds that models speed and performance improves greatly without a significant 

impact on accuracy by giving more weight to variables with a bigger impact.  To that end the 

records were grouped by time of day – creating four categories per day instead of 24 hours. 

• Morning 

• Afternoon 

• Evening 

• Night 

The models were then re-run. 

 

4 Design Specification 

4.1 Architecture 

 

Figure 1: Project Architecture  

ETL: 

• Extraction: Data sources obtained were in the form of flat files (.csv).   

• They were loaded into a SQL database via the import functionality 

• The data was then transformed by merging tables and applying categorisation to the 

data 
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Initially this was done on a local machine, but it was later moved to the Cloud (Microsoft 

Azure) to allow for ease of use. 

• The SQL Database was then connected to RapidMiner. 

 

Processing Data 

• Initial processing in RapidMiner was done by loading a flat file into a local repository.  

• Subsequently a RapidMiner virtual machine was created in Azure and the data 

transferred to the RapidMiner AI Server for processing overnight. 

• The interface is a local instance of RapidMiner Studio. 

• The final models were deployed to the Cloud and for the purpose of demonstrating the 

model, also to my local machine. 

4.2 Framework 

The selected framework must include phases for discovery and analysis and include both 

processes and practices.(de Souza et al., 2019) 

 

The CRoss Industry Standard Process for Data Mining (CRISP-DM) model was selected. 

 

Figure 2: Phases of the CRISP-DM Process Model for Data Mining.  

The benefit of the CRISP-DM Process model is that it is technology independent. (Wirth & 

Hipp, 2000) (Chapman et al., 2000). 

Table 3:  Application of the CRISP-DM Process Model 

Phase  

Business 

Understanding 

As a sailor and a member of the RNLI, this is an area of great interest 

to me.  I also discussed the issues faced with active lifeboat volunteers 

in my local station.  The ability to predict when possible incidents may 

occur is of great value to volunteers planning their daily activities. 

Data 

Understanding 

The Starting point was the datasets provided by the RNLI.  As the 

purpose of this study is limited to the impact on volunteer time, i.e. 

launching boats, sensitive data related to the outcome of events and the 

demographic of people involved in events were excluded. 
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Where possible data was grouped referring commonly used groupings 

such as Wind direction and speed9 and Visibility10 .  

Data Preparation The RNLI dataset was combined with a dataset containing hourly 

intervals. 

The 2020 data was excluded due to the inconsistency in the data caused 

by the impact of Covid were self-isolation measures impacted on both 

Commercial and Leisure activity (Lopes & Jaspal, 2020). 

Additional data was added in an iterative way as the models were 

refined. For example Bank Holidays.  

Modeling Various models were used to (1) categorise the data, and (2) predict 

whether an incident would occur 

Evaluation The models were evaluated based on accuracy. 

Deployment Deployment of the results in this project report.  

Future deployment could include providing access to volunteers after 

further refinement and evaluation. 

 

4.3 Models and Algorithms 

The models use include: Gradient Boosted Trees, Deep Learning, Support Vector Machine, 

Random Forest, Naive Bayes, Logistic Regression, Generalized Linear Model, Fast Large 

Margin, Decision Tree 

 

Using RapidMiner for the modelling allows me to leverage well tested algorithms and focus 

on the data and evaluating the results. 

 

5 Implementation 

5.1 Data Transformation 

The final transformed table contains the following attributes: 

• BoatLaunched – yes or no – this is the value that we want to predict with our model 

• Country – IRL – This is from the RNLI Station table. 

• Region – Ireland or NI and Isle of Man 

• HourGroupString – morning, afternoon, evening, or night 

• Humidity – rounded to the nearest 10 

• AvgTemp – the average of the Air, Wet Bulb and Dew Point temperatures, rounded to 

an integer 

• Visibility – Good or Bad (less than 4km) 

• Bank Holiday Weekend – yes or no – if there’s a bank holiday on a Monday or Friday 

then the Saturday and Sunday are also considered as part of the Bank Holiday Weekend. 

 

 
9 https://www.safeboater.com/learn-the-rules/weather.html 
10 https://www.met.ie/forecasts/marine-inland-lakes/sea-area-forecast-terminology 
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• Wind S or W – yes or no – Winds that are Southerly or Westerly are associated with 

different weather to those from the North or East11 

• Seasons 12  - summer, autumn, winter or spring.  These are added as related work 

(Pitman et al., 2019) has found a seasonal impact 

• Category, RoS Type, Outcome – these are grouped where there was an incident.  

Categorisation is subjective and can be improved by text analysis. 

 

Table 4a:  First 5 lines from the final data table – first 9 columns 

Hour 

Group 

String 

Humi-

dity 

Visi- 

bility 

Good v 

Bad 

Avg 

Temp 

Coun-

try Region 

Bank 

Holiday 

Week-

end Season 

Grouped 

Category 

afternoon 20 Bad 8 IRL Ireland no Spring no incidents 

afternoon 20 Bad 9 IRL Ireland no Spring no incidents 

afternoon 30 Bad 6 IRL Ireland no Spring no incidents 

afternoon 30 Bad 7 IRL Ireland no Spring no incidents 

afternoon 30 Bad 8 IRL Ireland no Spring no incidents 

 

Table 4b:  First 5 lines from the final data table – last 6 columns 

RoSType 

Grouped 

Grouped 

Outcome 

Boat 

Launched WindSorW Windspeed Grouped Type 

no incidents no incidents no no LightModerate no incidents 

no incidents no incidents no no LightModerate no incidents 

no incidents no incidents no no LightModerate no incidents 

no incidents no incidents no no LightModerate no incidents 

no incidents no incidents no no LightModerate no incidents 

 

5.2 Tools and Languages 

RapidMiner is a language independent machine learning tool that can use data from multiple 

sources including SQL databases and flat files13.  Recently RapidMiner data mining software 

has been used successfully in many research papers to predict market trends for precious metal 

prices, measure the performance of environmentally friendly coolants, classify breast cancer 

tumours, Evaluating User Satisfaction , Transformer Fault Analysis, etc using techniques such 

as Artificial Neural Networks (ANN), Decision Trees, SVM, k-NN, and Naïve Bayes (Çelik & 

Başarır, 2021),(Saengsikhiao & Taweekun, 2021), (Nanda & Jatain, 2021), (Uska et al., 2020) 

(Zhong et al., 2020) 

 

  

 

 
11 https://www.met.ie/climate/what-we-measure/wind 
12 https://www.nationalgeographic.org/encyclopedia/season/ 
13https://rapidminer.com/why-rapidminer/  
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A comparison of RapidMiner and using R found that new methods of analysis were available 

in R before RapidMiner and that the visualisation in R was better.  However, RapidMiner has 

the benefit of being language independent, includes all established algorithms and the graphical 

user interface is very easy to use. (Dwivedi et al., 2016) 

Kitcharoen, et al. (2013) found that RapidMiner worked well with large volumes of data in a 

cloud environment when they analysed production lines in the food industry.  

 

(László & Ghous, 2020) Compared the results produced by Python and RapidMiner on two 

datasets and found similarities in the accuracy of the results.  

 

5.3 Models Used 

The following models were calculated as they were all referenced in the related works:  

• Naïve Bayes 

• Generalized Linear Model 

• Logistic Regression 

• Fast Large Margin 

• Deep Learning 

• Decision Tree 

• Random Forest 

• Gradient Boosted Trees 

• Support Vector Machine 

 

All models were automatically optimized and Columns were analysed in terms of Correlation 

and the importance of each column for each of the models. 

 

Models were calculated several times with adjustments to data included, data categorisation, 

and model settings between calculations. 
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6 Evaluation 
 

The analysis in RapidMiner produced detailed results for all the models.  Figures 3a, 3b, and 

3c below show the models results in terms of Accuracy, Precision and Cost.  Taking only these 

graphs into account it is clear that the models are very similar in terms of accuracy, but there 

are large variances in precision and cost.  

 

 

Figure 3: Results from RapidMiner: Model Accuracy 

 

Figure 4: Results from RapidMiner: Model Precision 

 

  

Figure 5: Results from RapidMiner: Processing cost 

 

(Olson & Delen, 2008) recommends including the breakdown of accuracy by True Positives 

and True Negatives if, for example, a positive is more important.  In this case it’s important to 
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be in the area in case of a launch and therefore the Class Precision from the Confusion Matrix 

is included in the summary of the results. 

Table 5:  Evaluating the Results from the various models 
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Performance            

Accuracy % 85.6 85.3 84.5 84.1 85.0 83.3 83.2 82.5 82.0 

Classification 

Error % 
14.4 14.7 15.8 15.9 15.0 16.7 16.8 17.5 18.0 

AUC % 85.9 85.5 83.0 83.5 83.9 81.9 81.9 82.7 50.0 

Precision % 76.0 75.9 78.9 71.9 68.7 58.3 57.7 51.6   

Recall % 28.6 26.9 16.7 19.2 30.6 25.1 25.1 40.5 0.0 

F Measure % 41.6 39.7 27.6 30.3 42.3 35.1 35.0 45.4   

Sensitivity % 28.6 26.9 16.7 19.2 30.6 25.1 25.1 40.5 0.0 

Specificity % 98.0 98.1 99.0 98.3 96.9 96.1 96.0 91.7 100 

Confusion 

Matrix 
          

Class Precision: 

No % 
86.2 86.0 84.4 84.8 86.4 85.4 85.4 87.6 82.0 

Class Precision: 

Yes % 
76.3 75.9 78.7 71.7 68.7 58.4 57.8 51.7 0.0 

Processing 

Cost 
          

Total Time (s) 312 128 3488 332 61 62 62 86 54 

 

Accuracy & Classification Error: All models have an Accuracy over 82% which is considered 

good.  The Classification error is the opposite of the Accuracy and therefore under 18% for all 

models, also consistently good. 

AUC: The Decision Tree model has an AUC of 50% which indicates that there is no 

discrimination in the model, and it cannot be relied on.  This is confirmed by the 0% class 

precision for Yes values which indicates that the model predicts “no” for all values. 

F Measure:  this measure should be viewed in conjunction with other measures and in this case 

it’s low for Random Forest and SVM. 

Class Precision for a “yes” value, i.e. days on which the boats are launched are predicted 

correctly.  This is only over 70% for Deep Learning, Gradient Boosted Trees, Random Forest 

and Support Vector Machine. 

Processing Time: As the model is intended for a deployment in Cloud the cost in terms of time 

is also of importance.  The support vector machine is not a good option as it took 58 minutes 

to process.  This is not suitable in a Cloud environment (Harikrishnan & Postwala, 2021; 

Viellechner & Spinler, 2020) 
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Based on a combination accuracy, class precision, F measure, and processing cost the two 

models with the best fit are the Gradient Boosted Trees and Deep Learning Models 

Table 6:  Weight and Ranking of Attributes 

  Gradient Boosted Trees Deep Learning 

Attribute Weight Ranking Weight Ranking 

Windspeed 0.16  1 0.15  2 

HourGroupString 0.12  2 0.11  3 

Humidity 0.11  3 0.16  1 

BankHolidayWeekend 0.11  4 0.10  4 

VisibilityGoodvBad 0.11  5 0.10  5 

AvgTemp 0.07  6 0.07  6 

Season 0.04  7 0.04  7 

WindSorW 0.02  8 0.04  8 

 

6.1 Gradient Boosted Trees 

Figure 6 below shows the production model of the Gradient Boosted Trees as calculated. 

 

On its own a decision tree cannot predict the weather or not a boat will have to be launched 

with any precision. When we combine several trees in a Gradient Boosted Tree model, the 

model calculates the improvement in the overall model by adding more and more trees.  This 

is shown in the Gains/Lift table in the below figure. 

 

We can see that the performance settings included a smaller decision tree (in terms of depth) 

of only 4 levels. A smaller tree is more generalizable and less likely to suffer from overfit14.  It 

is also easier to explain to users.  By combining 150 such trees the gradient boosted trees model 

can predict a launch (yes outcome) with a 76% precision. 

 

Rather than interpreting individual trees we look at the overall importance of each variable to 

the ensemble of trees.  This tells us which variables influence the outcome of the model more, 

and therefore we can determine which items impact the likelihood of having to launch a boat 

the most. 

 

Attributes and ranking 

Windspeed, the time of day and the humidity measure are biggest impact on the model, 

followed by the Bank holiday weekend. 

 

It shows that there is a relationship between the weather (especially the windspeed and 

humidity) and the likelihood of an incident occurring that requires the launch of a boat. 

 

 
14 Class Notes from Postgraduate Diploma in Data Analytics at NCIrl during 2019.  Moodle site no longer available. 
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In addition, we can see that there’s a relationship between bank holidays and the number of 

incidents.  If we consider Bank holiday as a proxy for the number of people out and about then 

the results are consistent with previous studies that found a relationship between the number 

of people on the beach and incidents of drowning. 

 

 

Figure 6: Gradient Boosted Tree Model.  

6.2 Deep Learning 

 

Figure 7: Deep Learning Model – weight of variables in the production model 
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Figure 7 shows the relative weight of the variables described in Table 6 in a visual graph.  This 

is part of the production model generated by RapidMiner and displayed in figure 8 below.  

Humidity has a much higher weight of 16% in this model compared to the 11% in the Gradient 

Trees Model. 

 

The deep learning model in a complex artificial neural network of four layers as can be seen in 

figure 8 below.  The results from the model include the values used for evaluation and the 

Gains/Lift table showing how the model was built.  As neural networks have hidden layers 

there’s no simple algorithm to display.  When deployed the predictions are based on the full 

network. 

 

 

Figure 8: Deep Learning Model – extract from model metrics  

Overall, the same 3 attributes have the highest weight, and the bottom 5 attributes are in the 

same order.  This confirms the relationship exists between the weather, Bank Holidays, and the 

number of incidents. 

6.3 Discussion 

The data used has limitations in terms of scope.  Only data from 2015 to 2019 was used.  

Additional years can be added to further improve the models.  There is also only data from the 

RNLI.  The model would greatly benefit from adding in details from the other volunteer rescues 

in the country. 

It would also improve the model to add in additional measures of how busy the beaches would 

be – perhaps school holidays combined with travel data from the tourism board. 
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Further developing the model by adding the type of launch and the type of incident will be 

useful in terms of prevention.  For example, if similar results to the UK (Pitman et al., 2019) 

were found in relation to the number of incidents related to onshore fishing it could inform an 

Irish Water Safety campaign to encourage people fishing onshore to wear lifejackets or 

buoyancy aids. 

 

7 Conclusion and Future Work 
 

The objective of this project is to describe the weather conditions prevalent during a launch 

and ultimately predict the likelihood of a launch given the weather.  The following research 

questions were addressed: 

• Can we predict the likelihood of the need to launch an Irish rescue boat based on the 

weather? 

• Can we improve the prediction by adding in additional variables to estimate number of 

people?  

 

We can predict the likelihood of the need to launch by creating a model with both the weather 

and an estimation of activity using Bank holiday data as a proxy. 

 

Models were evaluated in terms of Accuracy, Class Prediction and Cost to Compute as any 

such model will require a Cloud deployment to be useful. 

The two models with the best fit were the Gradient Boosted Trees model and the Deep Learning 

model. 

 

There are limitations to this project in terms of scope.  Future projects could expand the scope 

to include additional data and address these gaps.  The geographic region could also be 

expanded to include Northern Ireland, and later the rest of the UK 

 

(Kervick et al., 2016)  found that the highest percentage of drownings were men.  This may 

relate to the gender of water users, or a lack of care in a certain demographic.  Adding 

demographic details to the analysis may inform future policy. 

 

As the focus was on volunteer activity (i.e., launching the boats) the reason for, and outcome 

of, the launch was ignore.  Adding this level of detail into future studies will inform water user 

education, reduce the number of launches, and ultimately save lives.  
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