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1 Introduction

Pollution is a big issue in today’s world of rapid development. Increased traffic is a
result of population growth, while tree loss increases NO2 and SO2 levels, resulting in
air pollution. To anticipate the future, time series models like VAR,VARMAX,ARFIMA
and SARIMA, as well as neural network model LSTM, have been used.This handbook
pertains to the critical configurations completed for this forecasting project. It contains
all of the data for the system settings and the numerous applications utilized in this
study. The program’s code has been showcased and explained in the below section

2 System Specification

The project was completed and executed on a laptop that met the following requirements:

Figure 1: System Configuration
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3 Software’s Involved

Python is the primary software for running the models and obtaining the results. The
well-known Anaconda tool was used to provide Python. The model creation and visu-
alization of the graph were done using Excel and Lucid Chart. The following links will
help you set up the software mentioned below:

url:-https://www.anaconda.com/distribution/#download-section

Figure 2: Python Version

Figure 3: Jupyter Version

4 Data Preparation and Feature Selection

4.1 Importing the Dataset

The data was obtained from Kaggle a well-known website, for the student researcher
project. The dataset was published by Central Pollution Control Board of India(CPCB).
The dataset consist of different pollutants which will be used for predicting the air quality
index of Delhi and Bangalore cities with the help of implementing different machine
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learning models on the dataset.The dataset was in .csv format,which was loaded in jupyter
for further process.

Figure 4: Loading the dataset

4.2 Requires libraries

Figure 5: Libraries required for implementing the model

All of the essential libraries for this project are shown in the diagram above. To handle
the dataframe for the pollution data exported in the file, the Pandas library is used. The
Numpy library was used to turn data into an n-dimensional array for the pollutants n02
and s02.The Matplotlib package is being used to construct a graph of expected pollution in
India by testing and training the dataset. Here’s a good example of the finished product.
The Warning library is the major library used here, and it suppresses all warnings in the
console for all problems caused by the code.

4.3 Data Cleaning and Data Transformation

In this section the data had many cities in the in the city column.But for our research
work we will be working on Delhi and Bangalore cities as shown inf figure(6).For that
we used data.loc and data.unique function to segregate the data only for Bangalore and
Delhi cities.Further the date column was converted into required data and time format
as shown in below figure(8).At the end we also checked for if there exist any null values
and the missing values in the dataset as shown in Figure(7) and Figure(9)
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Figure 6: Segregating data for Delhi and Bangalore

Figure 7: Checking Null values
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Figure 8: Converting Date column into Date-Time format

Figure 9: Filling the null values with the mean of the features selected

4.4 Feature Selection and Splitting the Data

As we are working with time-series model which handles a univariate variable so we will
choose so2 as the feature.We will split the data into 80:20 ratio 80% into training and
20% into testing.Similarly for LSTM model we will split the data into 95:5 ratio,where
95% will be training and 5% will be testing as shown in Figure(11).Hence we will be
taking no2, so2, spm, rspm and pm2.5 as our feature and for the label part we will be
sending the so2 data into label. Here in our dataset, we will split the data by considering
the past 1 day data of the above 5 features and will try to predict the 2nd day so2 air
pollutant volume.
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Figure 10: Feature Selection and splitting of Data for Timeseries models

Figure 11: Feature Selection and splitting of Data for LSTM

4.5 Parameter Calibration to find the p,q,d values for our time-
series model

Parmeter clibrtin is a tehnique in which we must analyze the proprite ,q,d vlus that
must be ssed when implementing our univrite time series mdels like SARIMA, VAR
and ARFIMA,which we shall lk into further.We had performed the Augmented-Dickey-
Fuller(ADF) test to check our data is stationary or not.From the ADF we got the p-value
less than 0.05,ie 0.00 as shown in figure(12),which specifies that our data is stationary
and we can proceed for implementing the time series models.We also performed hust test
to check wheter our data is stationary or not.From the Figure(13) we can specify the
thurst value is between 0 and 1,i.e 0.2746,which indicates that our data is stationary.

Figure 12: Augmented Dickey Fuller Test
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Figure 13: Augmented Dickey Fuller Test

5 Implementation and Evaluation of the Models

5.1 SARIMA

The below Figure(14) and Figure(15) showcase the SARIMA model.From the Figure(15)Quantile
Quantile plot is showing the almost the same distribution with the predicted line,which
showcased that our model is fitted and forecasting better predictions.

Figure 14: Implementing SARIMA

Figure 15: SARIMA Model Prediction

Figure 16: SARIMA Evaluation
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5.2 LSTM Model

LSTM mdel reles the hidden lyer neurns f the RNN by unique set f memry ells, nd the stte
f the memry ells t s its key. The LSTM mdel mintins nd udtes the stte f memry ells using
the gte struture by filtering infrmtin.In below Figure(17) we have used relu activation for
executing the model.From Figure(17),we also build a sequential LSTM architecture which
consists of 3 hidden LSTM layers and in each layer there are 60 LSTM units and 2 fully
connected layer,where one layer consists of 64 hidden neurons and the output layer consist
of only 1 neuron as we have to predict only 1 outcome.The Figure(18) specifies that for
compiling the LSTM model we have used adam optimizer,as well as for calculating the
loss function and the metrics we have used MAE(Mean Absolute Error) and MSE(Mean
Squared Error).The Figure(19) showcased the trained model executed for 20 epochs and
batch size of 32.After running 20 epochs we see that the Mae is 0.70.

Figure 17: Building of LSTM Model

Figure 18: LSTM Model

Figure 19: LSTM Model

8



5.3 ARFIMA Model

Arfima models was implemented using ’Rugarch’ library.As we can see in Figure(20) the
likelihood for the optimal parameter section is less than 0.5 which is -21.6,this justifies
that our novel model has done a decent work.Whereas the Weighted Lunj box test specifies
that p-value is less than the statistical value.The overall performance of the model was
decent.

Figure 20: Arfima Model

5.4 VAR Model

We performed Vector Auto Regressive Model(VAR) model our second novel approach
to forecast the air pollution of Delhi and Bangalore cities.The code implementation for
model is shown in Figure(21).As we can see VAR model in Figure(22) it was attempting
to capture the underlying time series pattern for the so2.Similarly we performed VARMA
(Vector Auto regression Moving-Average) another variant of VAR,by using similarpackage
which was used for VAR model as well with the help of statsmodels package.The model
prediction graph is shown in Figure(23).
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Figure 21: VAR Model Implementation

Figure 22: VAR Model Output
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Figure 23: VARMA Model Output
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