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1 Introduction

The following document will provide an illustration of the steps taken in order to model
a time series forecast of Irelands Electricity consumption.

2 System Information

2.1 System Hardware

The implementation of this project was conducted in windows 10 home. The processor
was an intel i7 and the environment operated with 16gb of ram. For a full system
specification please refer to figure 1.

Figure 1: System Information
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2.2 System Software

An Annaconda environment was created to install all the necessary Python 3 Packages
for conducting the research.The preprocessing of data took place in exclusively in Jupyter
notebooks and Microsoft Excel.Jupyter Notebooks was used for preliminary data explor-
ation and to impute missing values and encode the days of the week. Output csvs’ were
aggregated and further processed in Excel. The Spyder programming editor was used
for the implementation of the Sarimax and LSTM models. The Sarimax model was de-
veloped with pythons statsmodels package. The output was visualised with matplotlib.
The LSTM was developed with the Keras library.

The figures below refer to the packages employed at each stage of the project. figure
2 refers to the packages used in the preprocessing stage. This stage often included
outputting data to csvs’ for further preprocessing in Excel. Figure 24 is a list of the
packages employed in the implementation and Evaluation of the Sarimax model. Figure
4 are the packages from which the LSTM was developed.

Figure 2: Preprocessing Packages

Figure 3: Sarimax Packages
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Figure 4: LSTM Packages
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3 Data Preparation

Data from three sources was used to model eletricity consumption in the Republic of
Ireland. The first of these sources was Eirgrid. It is Eirgrid that are responsible for
operating and maintaining the Electrical grid in Ireland. The raw dataset from Eirgrid
contains date from 2014 through 2020 (figure 5) and is provided in 15 minute inter-
vals. The only feature required form this dataset was the electricity consumption for the
Republic of Ireland.

Figure 5: Electricity Consumption 2014 -2020

Meteorological data was collected from a number of weather stations throughout Ire-
land to provide features for the LSTM and Sarimax independent variables. An example
of this data is illustrated in figure 6 and figure 7.

The final source of data was from the National Oceanic and Atmospheric Adminis-
tration. This is a sub-department of the U.S. Department of Commerce. This dataset
contains daily information of sun-rise and sunset times and the length of daylight for each
day. It also contains data relating to the aspect of the sun to geographic co-ordinates
(figure 8). It contains climate data indicative of seasonal changes.

4



Figure 6: Meteorological Data - Variables

Figure 7: Meteorological Data
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Figure 8: NOAA Data
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4 Feature Selection

In order to determine the appropriate features to use in modelling the data a correlation
matrix was used. The features which had a correlation above .5 were used in the final
dataset. A seaborn heatmap was used to plot the results of the correlation matrix function
(figure 9). Examples of these correlation matrices can be seen in figure 10 , figure 11
and figure 12.

Figure 9: Correlation Matrix Syntax

Figure 10: Correlation Matrix Values
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Figure 11: Correlation Matrix - Electricity Demand and Solar Data

8



Figure 12: Correlation Matrix - Electricity Demand and Meteorological Data
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5 Missing Values

There were not a lot of missing values in the dataset. Any missing values were limited
to a few features on days throughout the data range in the weather station data. The
knn algoithm was used to impute these features. The function used to complete this task
can be seen in figure 13 . The 85 values imputed refer to the original dataset of 2558
rows containing 144 features. Missing values were were imputed on the original dataset
to provide as best information as possible for the algorithm. Ultimately this means that
some of the values imputed were for features that were not required. This function was
adapted from a tutorial from (JasonBrownlee (2020)).

Figure 13: Application of the KNN Algorithm to impute missing values.

6 Encoding Days of the Week

The encoding of the days of the week used a Periodic Cyclic transformation. The purpose
of this is to transform the name of the day into variables that still retain a degree of
proximity to each other. This is to allow the algorithm using these features to determine
that the days follow one another and repeat in a cycle. This is not achieved through
one-hot-encoding or by simply giving each day a number. Two variables are created for
each day. The formula uses cosine and sin to produce each feature respectively. For an
illustration of this formula and the values it returns please see figure 14. A scatterplot
illustrates how a machine learning algorithm views this Periodic Cyclic encoding.

10



Figure 14: Encoding the Days of the Week
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7 Finalised Data

The completed datasets after the optimal features were selected are illustrated below in
figure 15 and figure 16. This data set contains electricity consumption and weather
variables from 8 weather stations throughout Ireland for the years 2014 through 2020.
Variables from the NOAA are also included and days of the week have been encoded. In
total there are 2558 rows of data and 64 features. This dataset contains no missing values
and is the finalised data set to be used with both the Sarimax model and the LSTM.

Figure 15: Finalised Data

Figure 16: Finalised Data
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8 Modelling

The implementation of the models took place in an Annaconda environment using python
3. The datasets had been prepared and only needed to be divided into training and testing
sets for each model. The Eirgrid data that is to be modelled is plotted in figure 17

Figure 17: Electricity Consumption in The Republic of Ireland 2014 - 2020

8.1 Implementation of the Sarimax Model

The data was first loaded into the Annaconda environment in spyder. The index was set
to the date field of the dataset (figure 18).
The first step in modelling this data was to look at the Auto Correlation Function Graph

Figure 18: Loading the Data and Setting the Index

and the Partial Auto-Correlation Function Graph(figure 19). As mentioned previously
this gives an indication of how many lags to use for the Auto-Regressive components
(figure 20) and the Moving Averages components(figure 21). The Dickey-Fuller test
had already established that the data was not stationary to the critical value for the 5%
level of significance (figure 22). This indicated that the integration step was required.

Following this the test and train datasets were created and then tested for Seasonality
(figure 23). The Sarimax model was then trained and fitted (figure 24 and figure 25).
The actual values(blue) of the test set were then plotted against the predicted values(red)
(figure 26) and the evaluation metrics calculated (figure 27.
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Figure 19: Computing the ACF and the PACF

Figure 20: Auto Correlation Function
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Figure 21: Partial Auto Correlation Function

Figure 22: Augmented Dickey-Fuller Test

Figure 23: Test for Seasonality

Figure 24: Sarimax Model Implementation
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Figure 25: Sarimax Model Implementation Plotting Results

Figure 26: Sarimax Model Implementation Results

Figure 27: Sarimax Model Evaluation Metrics

16



8.2 Implementation of the Bi-Directional Long Short TermMemory
Neural Network

The data was first loaded into the Annaconda environment in spyder. The index was set
to the date field of the dataset. Training and test sets were created and the a selection
of columns scaled. RobustScaler was used as this function allows the rescaling of data.
MinmaxScaler was also considered. The encoded day values were not scaled.Following this
the training set was reshaped into a 3 dimensional numpy array for input to the LSTM
(figure 28). The reshaping of data into a numpy array was created from a tutorial
by HristoMavrodief (2019). After this the model was trained with the parameters as
discussed in the accompanying document (figure 29). A plot to view the validation
loss form the validation set was produced. This helped with viewing the convergence of
the loss between the datasets and assisted in determining the optimal number of epochs
for the training of the LSTM (figure 30). Once the model was fitted the results were
plotted and the evaluation metrics computed for the results. This involved flattening the
the output array and rescaling the values (figure 31). The final graph was a comparison
between the models predicted values and actual values from the test set (figure 32).
The metrics for the model can be viewed in figure 33

Figure 28: LSTM Preparation

17



Figure 29: LSTM Training and Fitting

Figure 30: Validation Loss
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Figure 31: LSTM Evaluation

Figure 32: Predicted and Actual Values

Figure 33: Metrics
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