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Ritika Pramod Chendvenkar
x19199473

1 Introduction

This configuration manual introduces the software and hardware requirements along with
the details of programming codes written for model implementation in research project:
“Identification and classification of leaf pests within the Indonesian Mango farms using
Machine Learning”.

2 System Configuration

2.1 Hardware Specifications

Table 1 shows the system hardware specifications on which the research was undertaken.

Table 1: Hardware Specifications

RAM 8 GB
Processor Intel(R) Core(TM) i5-8300H

Speed 2.30 GHz
Operating System Windows 10, 64 Bit

Storage 1 TB HDD
GPU NVIDIA GeForce GTX1650

2.2 Software Specifications

• Jupyter Notebook from Anaconda Distribution:
Anaconda Navigator is an open-source desktop graphical user interface (GUI) in-
cluded in Anaconda distribution. It supports Jupyter Notebooks which is very
helpful in implementation and execution of machine learning models on research
data. Version 6.0.3 of Jupyter notebook was used for the implementation of this
project which including all the stages namely, data augmentation, feature extrac-
tion, building machine learning models and evaluation of the models.

• Streamlit:
Streamlit is an open-source web-based app framework that is used to create machine
learning and data science-based apps using Python. It is easy to use, and no
frontend development knowledge is needed. For the last stage of this project, we
have used streamlit to build a webpage which allows users to upload the image of
the infected leaf and the app tells the user what kind of pest it is.
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• GitHub:
GitHub is used to create repositories and store the model file for the webapp to
run. Streamlit simply uses the GitHub repository to build the app. The model file
and the built python app is pushed into the GitHub repository using GitBash.

• Microsoft Excel 2019:
It was used for creating quick exploratory plots to obtain insights.

3 Development of Project

The major chunk of the codebase of this research work uses Python programming lan-
guage. Majority of the stages including pulling the data, data augmentation, feature
extraction, model implementation, evaluation and even development of the webapp, all
this has been done using python language. The primary libraries used were Keras, Tensor-
Flow, Sk-Learn (Scikit-Learn) along with numpy, pandas, matplotlib.

3.1 Data Preparation

The dataset downloaded from Mendeley data repository has been pulled into Jupyter
notebook. The sections that follow below shed light on the end-to-end steps involved in
the implementation of this research work. The original dataset consists of 510 images,
which are not enough to train a machine learning model. The model may tend to overfit
with such low number of samples in the training data. To address this issue, we have
made use of data augmentation techniques to add variations in the images.

3.2 Data Augmentation

Augmentation is performed using Augmentor package in python. It involves creating a
pipeline wherein each image is modified accordingly. The code for creating a pipeline
to perform data augmentation after importing the required set of packages is shown in
Figure 1. And the code snippet for the augmentation steps is shown in Figure 2.

Figure 1: Pipeline creation for data augmentation
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Figure 2: Data Augmentation techniques

3.3 Splitting Train and Test Folders

The next step is to split the created output folder into train and test folders containing
classes. Figure 3 shows the code snippet and Figure 4 shows the snip of the folders before
and after the split. The folders have been split in the ratio 80:20.

Figure 3: Splitting data into train and test folders
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Figure 4: Before and After the split

3.4 Feature Extraction using GLCM

Gray Level Cooccurrence Matrix (GLCM) is a feature extraction technique that extracts
thetexture features from the images. Using GLCM, we were successfully able to ex-
tract 80 features with 5 base texture features which are: homogeneity, contrast, energy,
dissimilarity, and Angular Second Moment (ASM).

Figure 5: Code for GLCM feature extraction

4



Figure 6: Extracted GLCM features

3.5 Feature Extraction / Dimensionality Reduction using PCA

The other technique used is the Principal Component Analysis (PCA), which is also a
dimensionality reduction method. These 80 GLCM features are then subject to dimen-
sionality reduction, in which we extract the most relevant features out of the 80, closest
to the highest power of 2. So, as a part of this, we have outputted 64 of the most relevant
texture features.

Figure 7: Code for PCA feature extraction

3.6 Splitting Train data into Train and Validation

We then split the train data into train and validation sets in the ratio 80:20.
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Figure 8: Splitting into train and validation set

3.7 Model Implementation

This section shows the end-to-end steps involved in building and evaluating the machine
learning models.

3.7.1 Importing the required libraries

As shown in figure 9, all the required libraries are imported.

Figure 9: Importing required libraries
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3.7.2 SVM with GLCM and PCA

Support Vector Machine was run and a combination of both, GLCM and PCA is used
for feature extraction. The accuracy of the model was found to be 33.8%, increasing to
42.9% after hyperparameter tuning, which was still very low.

Figure 10: Implementation of SVM with GLCM and PCA

Figure 11: Test Results of Implementation of SVM with GLCM and PCA

Figure 12: GridSearchCV for Hyperparameter Tuning
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3.7.3 SVM with GLCM only

Since the combination of GLCM and PCA did not give good accuracy, it was decided to
only move forward with GLCM based feature extraction technique. The implementation
is similar to 3.6.2, but without using PCA. The accuracy of the model was found to
be 30.98% which was still lower than that with GLCM and PCA, but on performing
hyperparameter tuning, the test accuracy increased to 43.36%.

Figure 13: Results of Implementation of SVM with GLCM only
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Figure 14: Results of Hyperparameter tuned Implementation of SVM with GLCM only

3.7.4 XGBoost and CatBoost

As the accuracy of the SVM classifier was lower, we decided to use more robust classifiers
based on decision trees. We have made use of XGBoost classifier along with GLCM
features to classify the images. The XGBoost classifier gave a test accuracy of 64.66%.
CatBoost model gave a test accuracy of 65.82%, which was overall the best among all
the classifiers.
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Figure 15: Results of Implementation of
XGBoost with GLCM only

Figure 16: Results of Implementation of
CatBoost with GLCM only

3.7.5 Convolutional Neural Network (CNN)

As discussed in Wongbongkotpaisan and Phumeechanya (2021), CNN has proved to per-
form well with augmented data in classifying leaf diseases. They proposed a simple CNN
architecture for classifying left pests and their model gave an accuracy of around 95.65%.
We have used the same CNN architecture for our research. Convolutional Neural Net-
work with 3 convolutional layers, 2 max pooling layers, 1 input and 1 output layer was
applied on the data set. obtained from feature extraction with 5 epochs. The model gave
a training accuracy of 92.7% for 5 epochs. And a test accuracy of 72.05%.

Figure 17: CNN Model Architecture
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Figure 18: CNN Model Training

Figure 19: CNN Model Testing
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3.8 Addons in CNN for Webpage development

Assigning class weights for each class to develop the webpage.

Figure 20: Assigning class weights for Webpage
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Figure 21: Predict class function for Webpage

3.9 GitHub, Streamlit connectivity

Figure 22: GitHub Public repository
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Figure 23: Python main() function for webpage

Figure 24: Deploying app using GitHub repository
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