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1 Introduction 
 

This document gives a brief overview of all the steps undertaken in implementing this research 

project. The aim of this project is to detect student’s engagement in an online environment 

using novel combination of machine learning model and eye-tracker device. The performance 

of machine learning model was evaluated, and the best model was selected for detection. The 

tools, techniques and libraries used is included in the other sections of this document. 

 

This document is divided into following sections: the hardware specifications required for the 

implementation of this project is listed in Section 2 followed by software specifications 

required in Section 3. The environment setup for installing required tools is described in 

Section 4. The data gathering which is a crucial step in this project is illustrated in Section 5. 

The various steps involved in implementation of this project is shown in Section 6. Finally, the 

Section 7 concludes this document. 

 

2 Hardware Specifications 
 

The configuration of the system on which this project has been implemented is as mentioned 

below: 

• Operating System: Windows 10 Home 

• Hard Drive: 1024 GB HDD 

• RAM: 8.0 GB 

• Processor: Intel i5-10210U 

 

 

3 Software Specifications 
 

For the implementation of this project, Jupyter notebook has been used as the Integrated 

Development Environment (IDE) and the programming language used is Python. The 

visualizations have been performed using seaborn and matplotlib libraries. Below are the 

specific versions of these software. 

• Python: 3.9.0 

• Jupyter Notebook: 6.0.3 
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4 Environment Setup 
 

This section includes the steps and guidelines that needs to be followed in order to setup the 

required tools, and software. 

 

• The latest version of python can be downloaded and installed using following link1.  

• The jupyter notebook can be installed with the help of steps provided on the following 

link2. To start the jupyter notebook, below command as shown in Fig. 1 needs to be 

executed in command prompt.  

 

 
Fig. 1. Starting Jupyter notebook 

 

• Various other required packages and libraries can be directly installed within Jupyter 

notebook using below command. 

$ pip install <package_name> 

 

 

5 Data Gathering 
 

The dataset has been prepared using data from an eye-tracker device, post-questionnaires, and 

calculating face time. The data from eye-tracker device consist of 38 features out of which only 

8 variables were used for the analysis3. The Fig. 2 below shows brief description of these 38 

variables. 

 

 
 

 
1 https://www.python.org/downloads/release/python-390 
2 https://jupyter.org/install 
3 https://psychologie.unibas.ch/fileadmin/user_upload/psychologie/Forschung/N-
Lab/SMI_BeGaze_Manual.pdf 
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Fig. 2. Eye tracker data 

 

Apart from data received from eye tracker, some other variables were also used for the 

analysis as shown below in Table 1. 
 
 

Parameter Units Description 

Video Test Score out of 12 Test based on video shown 

Face Time Minutes Time for which student looked at 

instructor’s face 

Mind Test Score out of 36 Reading the mind from the eyes test 

for cognitive process evaluation 

Extraversion Ranging between 0 to 7 Personality questionnaire variable 1 

Agreeableness Ranging between 0 to 7 Personality questionnaire variable 2 

Conscientiousness Ranging between 0 to 7 Personality questionnaire variable 3 

Emotional stability Ranging between 0 to 7 Personality questionnaire variable 4 

Openness to Experiences Ranging between 0 to 7 Personality questionnaire variable 5 

Target Either 1 or 0 Indicates whether a student is 

engaged or not. 
Table 1: Other variables used 

 

 

 

6 Implementation 
 

This section describes the various steps involved in implementation of this research project. 

 

6.1 Data Preparation: 

 

The data obtained from eye-tracker device is in text format for each student. All the data for 

each student has been stored in dataframe and then concatenated. Finally, a subset of required 

features are considered for further analysis as shown in Fig 3 below. A dataset.csv file is also 

read in results dataframe that contains post questionnaire results and other variables considered. 
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Fig. 3. Data Preparation  

 

 

This is followed by preparation of data obtained from post questionnaires and face time 

variable. The personality questionnaire given to students consist of Ten item personality 

measure (TIPI) scale which uses reverse scoring4. Out of these 10 personality traits, 5 variables 

are obtained using reverse scoring as per the TIPI scale. This has been implemented in python 

as shown in Fig. 4 below. 

 

         
Fig. 4. TIPI reverse scoring 

 

Finally, both these dataframe: gazedf and results are merged from which a final dataframe is 

obtained as shown in Fig. 5 below. The face time variable is calculated manually looking at 

the video obtained from eye-tracker device having eye movements of the students. 

 

 
Fig. 5. Final merged dataset 

 
 
4 https://gosling.psy.utexas.edu/scales-weve-developed/ten-item-personality-measure-tipi/ 
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6.2 Exploratory Data Analysis (EDA): 

 
Before starting with the data cleaning and data pre-processing steps, it is important to 

understand the distribution, type, and behaviour of the dataset. To check the distribution of 

target variable, a bar graph was plotted using the seaborn package in python as shown in Fig. 

6 below. 

 

 
Fig. 6. Bar plot of Target variable 

 

As there are large number of variables considered in the final dataset, there is a possibility that 

there is a correaltion between variables. In order to verify that, below correlation plot was done 

with the help of seaborn package in python. The Fig. 7 shows the correlation matrix plot 

between all the variables included in the dataset. 

 

 
Fig. 7. Correlation Matrix Plot 
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Moreover, pandas profiling package was used to get the basic statistics of the dataset. It 

summarizes each variable and also indicates if there is any missing value as shown in Fig. 8 

below. 

 

 

 
Fig. 8. Pandas Profiling 

 

 

6.3 Data Pre-processing and Transformation: 

 

Before applying machine learning models to the dataset, data should be cleaned and 

transformed. The variables which are highly correlated (p-value greater than 0.90) with each 

other are dropped as shown in Fig 9. Also, any redundant features are dropped as shown in 

Fig. 10 below. These are the 10 original personality traits parameters obtained which are 

already converted into 5 new columns. 

 

 

 
Fig. 9. Dropping highly correlated features 

 

 
Fig. 10. Dropping redundant features 

 

 

Some columns were in milliseconds, and some were in seconds. Therefore, all the 

milliseconds’ columns are converted into seconds and redundant columns are dropped as 

shown in Fig. 11 below. 

 

 

 
Fig. 11. Converting milliseconds column to seconds 
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Finally, all the data are converted to a common scale using Standard Scaler library in python. 

A helper function is defined that uses a pipeline which includes a Simple Imputer and Standard 

Scaler as shown in Fig. 12 below. 

 

 
Fig. 12. Pipeline 

 

6.4 Feature Selection: 
 

The feature selection is an important step which reduces the number of input variables by 

selecting the most relevant features contributing for good model. Recursive Feature 

Elimination and Cross-Validation Selection (RFECV) technique is used which removes 

irrelevant features based on validation scores. The implementation of this is as shown in Fig. 

13 below. 

 

 

 
Fig. 13. Feature Selection Code 

 

6.5 Sampling Technique: 

 

Once feature selection is done, the next step is sampling of the dataset. Since the target variable 

is highly imbalanced, it may lead to overfitting. Synthetic Minority Oversampling Technique 

(SMOTE) which overcomes the overfitting problem by random oversampling of the minority 

class is used. Below Fig. 14 shows the implementation of the same. 
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Fig. 14. Oversampling of the dataset 

 

6.6 Data Modelling: 

 

Five different machine learning models were applied like Logistic Regression, Random Forest 

Classifier, Linear SVC, Bernoulli Naïve Bayes, and K-Neighbors Classifier. A helper class 

named ModLazyClassifier was defined for performing classification. This is a modified 

version of predefined package available named LazyClassifier. The implementation of this 

class is as shown in Fig. 15. The machine learning models were then evaluated using different 

evaluation metrics such as accuracy, balanced accuracy, AUC-ROC score, and F1-score.  

 

 

 
Fig. 15. Modelling of the dataset 

 

 

The learning curve method was also defined which track the learning of the machine learning 

models. This shows how efficiently the model is able to learn from the training data provided. 

The Fig. 16 shows the implementation of this learning curve method. 
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Fig. 16. Learning curve of the model 

 

 

 

7 Conclusion 
 

All the steps involved in the implementation of this project are briefly described in this 

document. The tools, techniques, and software requirement are also mentioned in the respective 

section. The environment setup is quite easy and can be implemented step by step with the help 

of links cited. The data gathering for this project is a bit challenging, but each step taken is 

precisely documented in Section 5. Moreover, the packages, and libraries required for several 

data analysis phases are stated wherever required.  


