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1. Introduction 
 

The research necessitates the use of a dataset containing both DDoS attack and benign traffic 
characteristics. As a part of data pre-processing, it is necessary to perform feature selection, 
encoding the class variables, constructing a subset of datasets, and building the model and 
conduct the evaluation of the model. The goal of the configuration manual is to help users set 
up this research project code on their system so that they can use it to evaluate the study or 
modify it to meet their specific needs. The prerequisites and environment set up section offers a 
complete guidance for creating a project environment as well as a list of requirements for 
replicating the results achieved through the research. Code Execution section contains the 
complete developed code as well as the parameters for customizing various portions of the 
project. 

 

2. Requirement 

 
2.1 System Requirement 

 

The process of machine learning involves overhead of resources on the host machine. 

Hence, it is critical that the hardware configuration on the employed machine be 

capable of doing such tasks. The following are the system's minimum requirements: 

 

• CPU: Intel i5 6th Gen or Intel i7 5th Gen Processor with 2.4 GHZ 

• RAM: 8gb DDR4 

• Storage: 15 GB of free space HDD or SSD 

 

 

2.2 Windows Machine requirement 

 

• Working internet Connection 

• Web Browser – MS Edge/ Chrome/ Firefox 

• MS Excel – for analyzing the datasets. 

 

2.3 Software Application requirements 

• Anaconda - 64 bits 

• Python 3 (Recommended)  
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3. Dataset Collection 
 

The dataset used to create this model is a CSV file containing web traffic, including both 

DDoS attack and normal traffic. It is available for download from an internet repository 

that provides a dataset for cybersecurity research. [1]. The source for downloading the 

dataset can be found at https://www.unb.ca/cic/datasets/ids-2017.html 

 

The size of the dataset file is around 2.1 GB due to which it requires a strong internet 

connection. Below snapshot shows the preview of the dataset in excel sheet. 

 

 
 

 

4. Packages and Imports for Code 
 

The model was developed on a python code using jupyter notebook, the code involves 

several packages and imports which are mentioned as follows:  

 

• Matplotlib 3.1.2 

• Numpy 1.18.0 

• Pyparsing 2.4.6 

• scikit-learn 0.22 

• scipy 1.4.1 

• sklearn  

• pandas 

• KMeans 

• mpl_toolkits 

• Seaborn 

• train_test_split 

• Sklearn.metrics 

• SVC 

 

5. Feature Selection and Data Preprocessing 
 

 In order to perform the feature selection, the Correlation Coefficient technique is 

implemented using the below code on the complete dataset. 

https://www.unb.ca/cic/datasets/ids-2017.html
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Correlation function is created using the above code, and is called by passing the data frame 

in it, along with the graph width: 
 

 
The output of the function returns is list of features which has strong relationship with the 

target variable: 
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6. Coding 
 

The subset of dataset is created using the derived features and the target variable ‘Label’ is 

deleted from the dataset. Which is then suppled to below set of code, which is used to find the 

value of K using the Elbow method   

 

 
 

The value of K found using elbow method is passed to Kmeans algorithm which creates the 

cluster of the data based on its characteristics 

 
 

The output generated from the above code is in the form of array which is then appended to 

the unlabeled dataset using below piece of code: 
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This gives the dataset, that was labeled using k-means clustering. The newly created dataset 

is then supplied to SVM model to train and test the model. The snapshot below illustrates the 

piece of code: 
 

 
The data is spilt into X – independent variables and y – target Variables which is then used by 

SVM classifier for training and testing the model 
 

 
The output of the model is measured in terms of accuracy score which is calculated using the 

confusion matrix. 
 
 
 
 


