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DDoS Attack prediction and classification at
Application Layer for Web protocol using Kmeans —
SVM Machine Learning Algorithm

Ramesh Jaiswar
x20102691

Abstract

Web servers are normally situated in a highly structured network architecture where they allow access
to the external internet through backbones. However, the Application Layer DDoS attacks are real
threats for those web servers, particularly for the organizational web servers. The intruder transmits the
attack requests using legitimate HTTP requests, making it difficult for the detection systems to classify
the attack traffic and legit traffic. This study proposes a novel model for identifying and classifying
such attack traffics using semi-supervised machine learning algorithms. The model is applied to the
CICIDS 2017 Dataset, which contains Application Layer DDoS attack characteristics. The model is
created by using correlation analysis to select features and reduce the dataset's dimension, then applying
K-Means Clustering to an unlabeled feature-selected dataset to generate clusters, which are then labeled
based on their nature (Benign or Attack label), and finally feeding the labeled clustered dataset to
Support Vector Machine to train and test the model. The model successfully classifies web traffic based
on its nature (Benign or Attack traffic) and on evaluation the model outperforms on the tested dataset
when compared to the available classification algorithms.



1. Introduction

Now a days the internet network infrastructure is victimized by various attack. These
attacks target the network availability of hosts, and services, and the confidentiality and
integrity of the network traffics. Distributed Denial of Service (DDoS) attacks are
launched from multiple attack sources using Botnet mechanism, are a purposeful effort
to render an online service unavailable to authorized users by exhausting the servers'
resources[1]. Classification of the DDoS attack can be done in three forms, that is
Volume-based attacks, Protocol Based Attacks, and Application layer attacks [2]. The
report emphasizes on the Application Layer DDoS Attack. The primary objective of the
attacker at the Application Layer is to target processes and to overuse specific website
features to make them unusable[3].

Application layer attacks have become more effective because of the rise in nature of
skills and strategies available to attackers. Ability to detect a DDoS attack for the
HTTP/HTTPs protocol is complicated because such attacks sometimes seem to be a
valid request. Failure to identify attack traffic can lead to shutting down services,
gaining database access and stealing critical data, and then demanding a ransom to fix
the problem. The cost of a DDoS attack includes not just monetary value, but also non-
monetary elements such as harm to the organization's reputation, customer loss, and
administrative expenses of locating susceptible nodes and repairing the damage[4]. To
avoid these losses, businesses should implement a system that can identify and classify
DDosS attack traffic, as well as stop it.

Web based DDoS attacks are just as productive as volume-based attacks since they
emphasis on extremely complicated attack patterns instead of volume. As a response,
researchers are concentrating on machine learning techniques in order to develop a
system that can successfully identify attack traffic. The type of the machine learning
model used to classify attack traffic has a significant influence in its development.
When utilizing the unsupervised learning approach, training the system using unlabeled
and high-dimensional datasets complicates cluster creation and consumes a substantial
amount of time.

Both supervised and unsupervised learning approaches have proved beneficial and
reliable in identifying DDoS attacks on the web protocol. In this report, we will address
the use of semi-supervised machine learning to increase the speed and accuracy in
recognizing DDoS attacks. CICIDS 2017 was used as the dataset for this model. Both
benign and DDoS attack traffic are included in the dataset. With 79 features, the data
comprises four types of DDoS attacks: DoS Hulk, DoS Slowloris, DoS Slowhttptest,
and DoS Goldeneye [5]. Given the amount of the features in the dataset, the correlation
coefficient approach is used to reduce the dataset's dimension/features, because too
many features might cause computing difficulty. K-means Clustering is used to process
the dataset with reduced features and unlabeled data. The clusters formed as a result of
this processing is labeled based on their nature (Benign or Attack). After that, the
Support Vector Machine Algorithm is employed on the labeled dataset for
classification.



A detailed literature review was conducted to investigate and identify the best semi-
supervised learning algorithm to employ. Prior research on supervised and
unsupervised machine learning had also been investigated to establish norms for semi-
supervised learning, which was used to detect DDoS attack traffic.

The following sections will be covered in the remainder of this article: Section
2 examines the previous research that has been done in a similar way, and then compare
their views. Approach and methods used to create the model is discussed in Section 3.
Section 4 comprises the design specification for the model. The proposed model will
be implemented in Section 5, and the output of the model will be evaluated in Section
6. Finally, section 7 will bring our study to a closure with a conclusion and directions
for any future work.

2. Related work

In order to completely understand the background of research conducted on DDoS
attack identification and classification using multiples approaches, a detailed literature
review was performed.

2.1 Use of Unsupervised Learning for DDoS attack detection

Because of the positive outcome of many investigations in this subject, machine-
learning has seen widespread usage in virtually every field and business in recent years.
The reliability of the data utilized, and the machine-learning methods used are at the
heart of every successful ML-based study. Using publicly accessible datasets published
by government and commercial entities, various prior researchers have made
significant efforts in attempting to identify and categorize DDoS attacks over the
internet. The study conducted by researchers at [6] highlights the use of unsupervised
learning using MeanShift Clustering algorithm to detect the attack traffics by using an
offline KDD 99 dataset. The dataset included the features of DDoS attack, Remote to
Local Attack, User to Root Attack, and Probe Attack. The data traffic is normalized
using K-means clustering and then supplied to Meanshift Clustering to accurately
classify the attack. The implemented model was able to classify only the clusters of the
DDosS attack. The model, on the other hand, did not shown to be accurate in detecting
other attack traffic. Remote to Local and User to Root assaults were not detected by the
model, although probing attacks were detected at a rate of roughly 6.5 percent.

Another study at [7] states the use of unsupervised machine learning to implement an
intrusion detection system with high accuracy rate in detecting the DDoS attack by
decreasing the false positive rate. The dataset used is NSL-KDD dataset and the model
uses the five outlier detection classifiers which are SVM, Naive Bayes, Logistic
Regression, k-nearest neighbor, Random Forest. The model outperforms the
classification, and the best accuracy detection is achieved only when used with Logistic
Regression Classifier.



2.2 Classification of DDoS attack traffic using Supervised Machine
Learning

Nevertheless, several supervised learning techniques are utilized to detect DDoS
attacks; for illustration, in [8], the Naive Bayes machine learning method was employed
to classify the attack data from the benign ones. It considered the significance of data
pre-processing for various-sized training dataset and feature sets. In [9] Nguyen, et al.,
evaluates and analyzes the attack architecture at different stages to effectively
determine the DDoS attack and minimize false positives. The analyzed data is also used
to draw the variables based on the characteristics used in the KNN algorithm. Each
aspect of the assault scenario is therefore established according to the specifications so
that the attack can be identified at the initial stage.

By considering the usage of high Web traffic loads in an Application DDoS attack, the
researchers at [10] presents a system architecture framework that incorporates three
elements to identify the real-time attack traffic. This element includes filtering module,
abnormal traffic detection module, and DDoS attack detection module which are built
on Real-Time Frequency Vector Algorithm. The dataset used in this study was created
using a traffic simulating tool and the web traffic generated by Sina Web Application.
The proposed model significantly achieves the expected efficiency as it's based on
traffic simulated using tool and real-time data. While assessing the model based on the
dataset, major flaw identified in this research is that the response rate for the attack
traffic is weak.

2.3 Application Layer DDoS attack detection using Deep Learning

One of several potential ways to control application layer DDoS mentioned by the
researcher at [11] in is to use Deep Learning framework to appreciate and explore the
characteristics of the attack traffic. The algorithm employs the neural network and the
Auto - encoder modelling approach to create more than three stages of deep learning
techniques. The primary purpose of this approach is to understand about the attack
traffic by extracting the high-level features. The model is evaluated using two metrics,
accuracy of traffic detection and false positive rate. The accuracy of detecting the attack
traffic achieved by the model was 98.9% and roughly around 1.2 % of false positive
rate is observed. The dataset used for this approach has the DDoS attack flavors of
request flooding, asymmetric attacks, and session flooding.

2.4 Using Semi Supervised Machine learning for Classifying DDoS
attack traffic

Another study carried out [12] to classify the DDoS attack traffic was by implementing
Semi-Supervised ML. A Hybrid Feature Selection approach was combined with K-
means Clustering to create the model. The feature selection technique is built utilizing
Hadoop technology, in which the features are sorted in ascending order based on Key-
Value pairs, and then the normalizing procedure is applied. The features are selected
based on RSD (Ratio of average Sum of Squared Errors to cluster Distance) value lesser
than @. The filtered dataset is supplied to K-means algorithm to cluster the data and
applying algorithm of Radius on the labeled dataset. The dataset used for evaluation



was DARPA DDosS dataset, CAIDA dataset, CICIDS - DDoS attack 2017. The model
achieves the detection rate of around 99.5% as proposed on the above said datasets.
DDoS attacks pose a substantial concern to data centers, and numerous security
techniques have been implemented to identify them. A similar research was performed
[13] by Xiao et al, which uses CKNN (KNN with correlation analysis) to identify the
correlation and would then examine the stream of data in the data center before
implementing efficient supervised machine learning technique to detect the DDoS
attack. The journal [14] employs a Bayesian Classifier as well as other essential
classifiers to recognize intrusions in aggregate while dealing with network modeling
protocols such as TCP and UDP.

2.5 Determining the credit risk rating using Semi Supervised
Learning

The procedure of applying Semi-Supervised machine learning is also seen in financial
institutions to assess the credit risk rating of applicants, as the characteristics of a
moderate applicant are identical with those of a poor applicant. The stated model uses
the consensus and cluster-based models to define the rating of the risk [15]. To extract
the features from the dataset, the K-means & Korhonen’s self-organizing maps were
utilized. Then, using a list of ML methods such as Logistic Regression, Decision Tree,
Random Forest, artificial neural networks, and Support Vector Machines, Supervised
Learning is implemented depending on the maximum classification accuracy achieved.
The approach performs well to datasets examined, although it could be enhanced to
reduce data noise.

3. Research Method and Specification

The research methodology used to perform this experiment is a product of the prior study
[13] [15] stated in the above section. The approach utilizes the CICIDS 2017 Wednesday
traffic dataset available at [5], the dataset comprises of web traffic features which are
categorized under Benign and DDosS attack traffic. The dataset was encoded manually,
after which a Correlation Coefficient test was used to determine the relationship between
various features and to find the most essential ones. Following the identification of the
essential features, a subset of the dataset is constructed based on those features, which is
further used for creating clusters using K-means and finally using SVM for classifying
whether the traffic belongs to Benign or DDoS attack. The next subsections will go over
the entire method in great depth.



3.1 Data gathering/ selection

The attackers employ a range of bot-based technologies to execute DDoS attacks
against several businesses, and these firms refuse to reveal the log files or evidence of
the attack due to the company's reputation and the security of the data. And to conduct
this research, a comprehensive examination of well-known DDoS attack simulation
programs such as Spybot, SDBot, and others was considered to learn and construct the
dataset.

However, the feasibility of launching a DDoS attack on a Web application requires a
highly configured lab set up with web servers, data servers [16]. As such, one of the
dataset used in [12] is utilized. The Dataset contains 79 features and 692703 records of
traffic belonging to class - Benign, DDoS Hulk, DDoS Goldeneye, DDoS Slowloris,
and DDoS Slow Http.

DDo5 Type
Application Layer
Attack
DDoS5 Hulk DDoS Goldeneye
{(Subset of HTTP {(Subset of HTTP Flood DDoS Slowloris DDoS Slow Hitp

Flood Attack) Attack)

Fig.1 Dataset Tree

The number of records per DDoS attack type is stated in the below table:

Attack Type Count of Traffic
DDoS Hulk 231073
DDoS Goldeneye 10293
DDoS Slowloris 5499
DDoS Slow Http 5796
Table 1



3.2 Data Pre-processing

The data-gathering phase was completed, and the final product generated a CSV file
with both benign and attack traffic for each attack type. However, there were some rows
in the dataset with infinite values and NaaN (Not a Number) values. This problem was
solved by amending the Python code so that rows with infinite values are rounded to
the maximum length of the data type of the variable and NaaN values are dropped.

3.3 Feature Extraction using Coefficient correlation

A correlation test was run using Python code to determine the relation between the
various features as well as how the feature would complement the other [17], and the
findings were represented as shown below.
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The outcome indicates the positive and negative correlations between the various
variables, allowing us to better comprehend their relationship. Since, number of
variables used in correlation analysis were high, a separate function was created in
python to export the features which has strong relationship with target variable ‘Label’.
The threshold value for filtering these features was set to 0.99. Below table states the
features extracted using correlation analysis:

Feature Names Data Type
Average Packet Size Float 64
Avg Bwd Segment Size Float 64
Avg Fwd Segment Size Float 64
Bwd Header Length Int 64
Fwd Header Length Int 64
Fwd IAT Max Int 64
Idle Max Int 64
Idle Min Int 64
Subflow Bwd Bytes Int 64
Subflow Bwd Packets Int 64
Subflow Fwd Bytes Int 64
Total Backward Packets Int 64
Total Length of Bwd Packets Int 64
act_data_pkt_fwd Int 64
Fwd IAT Total Int 64
Fwd Packets/s Float 64
Idle Mean Int 64
Subflow Fwd Packets Int 64

Table 2. Extracted Features

3.4 Encoding of Categorical Data

It is essential to encode categorical variables in machine learning to ensure that the
algorithm does not cluster identical results or entries that are adjacent to one another in
one branch while being trained. Encoding is accomplished using One-Hot Encoding as
for this model [18]. The One-Hot Encoding was chosen over Label Encoding because
Label Encoding encodes the data and provides a rating system between the various
values. The following table highlights the information about encoding values in the
dataset.



Dataset Type Encoded Variable | Values
Benign and DDoS hulk Label Benign -0

DDoS Hulk - 1
Benign and DDoS Label Benign -0
Goldeneye DDoS Goldeneye - 1
Benign and DDoS Label Benign -0
Slowloris DDoS Slowloris - 1
Benign and DDoS Slow Label Benign -0
Http DDoS Slow Http - 1

Table 3. Dataset Encoding Information

3.5 Training & Testing of data

The encoded subsets of the dataset are then trained using the below algorithms:

K-means: The K-means algorithm is one of the most widely used clustering methods
is employed in this model. The algorithm splits encoded dataset into k mutually
exclusive clusters, and the number clusters are created based on the number of unique
data points (0’s or 1) [19]. The efficiency of creating the clusters depends on the value
of K. For our model, the value of K is identified using the elbow method [20], which is
very effective in obtaining the optimal value of K.

The elbow method plots the various features of data against the changing values of K.
The graph below was created with the help of python code. At K = 3, an elbow is
formed, is a point after which distortion of values declines. Bearing this in mind, and to
limit the likelihood of outliers, the value of k using the k-means algorithm is 2.

le21

1.0
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WCsS
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Number of clusters

Fig. 3 — Elbow method graph
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The dataset's labeling is removed before it is fed into the K-means algorithm, and the
labeled data is then used as a benchmark to manually calculate the model's accuracy.
Following the execution of the algorithm, an array of label values is formed, and the
data values are clustered based on their properties. The data points in the plot overlap
on each other resulting in the data distribution is not evenly distributed.

les

[}

o 50000 100000 150000 200000 250000

Fig. 4 Clusters=2

Support Vector machine: The dataset that was previously supplied to the K-means
algorithm is appended to the array of ‘Label' data obtained as the result of K-means
Clustering. This yields a labeled dataset, which is then used to train the model along
with labeled dataset. The model is trained to classify data traffic using the SVM
algorithm.

Km-SVM Model: Consequently, a Km-SVM model has been developed and evaluated.
This was accomplished by conducting SVM on the clustered outputs from K-Mean.
The model is trained in batches of the dataset and then evaluated. The outcome of the
model is generated in the form of a confusion matrix using which the accuracy of the
model is calculated, and a comparison of actual and predicted values is made.
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4. Design Specification

The structure of our developed model is discussed in this section. This section acts as a
complete tool for classifying data traffic based on its nature. The model can take inputs in
the form of CSV files, which are used further for data preprocessing, performing feature
selection by applying correlation coefficient analysis to it. The extracted features are then
encoded, and the subset of the dataset is created. The newly created dataset is sent to train
the model (labeled data to SVM and unlabeled data to K-means) and then to perform
classification on the test data.

Figure 5 shows the model's complete architecture. The dataset chosen is CICIDS 2017,
which contains the web traffic captured in the form of a PCAP file and is converted into a
CSV file. Before grouping the dataset into subsets, it is sent for feature extraction against
the target variable 'Label’, as all the attack groups share the same features of the web traffic.
The features are extracted using correlation analysis, after which the dataset is divided into
four subsets: 1) Benign & DDoS Hulk dataset 2) Benign & DDoS Goldeneye Dataset 3)
Benign & DDoS Slowloris Dataset 4) Benign & Slow Http. The values of the target feature
are encoded and then sent for training the model.

The K-means algorithm is utilized after the target feature is removed from the dataset. The
program treats the dataset as unlabeled and groups data points together based on their
characteristics. As a result of the k-means algorithm, an array of ‘Label' values is formed.
The labeled set is generated by adding the array of ‘Label' values to the subset of the dataset
that was previously submitted to K-means. SVM divides labeled datasets into X and y, with
X containing all independent variables and y containing the dependent binary variable we
want to predict. When splitting the train and test data, the size of the test split is set at 40%
of the data, with the remaining 60% being used for training. The model's accuracy is
calculated using a confusion matrix and an actual vs predicted matrix, which are generated
as outputs.

11
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Fig. 5 Kmeans — SVM model Architecture

5. Implementation

This segment will go over the steps taken to put our proposed concept into action. We'll go
over the hardware and software utilized, as well as the coding framework in depth.

5.1 Hardware

An HP laptop utilized for building this model with the following hardware
specifications:

) CPU: Intel 6™ Gen i7 Processor with 2.4 GHZ
. RAM: 16gb DDR4

o Storage: 1tb HDD with 256gb SSD

. GPU: AMD Radeon 2 GB

5.2 Software

Windows 10 (64 bit) is the host operating system on which the model was built. Also, the
below list of software applications is used:

12



e Jupyter Notebook is used as development environment

e Python 3 is used as the coding language used for developing the model

e Libraries Included — Pandas, Numpy, Matplotlib, Seaborn, SVM, Kmeans,
Sklearn

5.3 Data files

Final_Model_Kmeans_SVM.ipynb: This file includes the complete code used
creating the model. The coding was done in juypter notebook using python 3.

Dataset: The dataset used for building this model varies at different stages, below is
the details of the dataset along with their stages

Dataset File Name Stage Description

Dataset DDo0S1.csv Feature selection

Dataset DDoS1_Benign_DDosHulk 18 Unlabeled Dataset fed to Kmeans
Features_Unlabelled Algorithm for Clustering
Kmeans_labelled.csv Output Dataset derived from Kmeans

Clustering, is fed to SVM Algorithm for|
training and testing

Dataset DDoS1 Benign_DDosHulk 18 Along with Kmeans Dataset, the base
Features_labelled.csv dataset with labelled data is sent to SVM
for training and testing.

6. Evaluation

To evaluate the efficiency of the model, we have created test scenarios against which the
model will be tested with the datasets and the DDoS attack types. The results/observations
are document along with the test scenarios.

6.1 Testing the model with untrained dataset of same DDoS attack
type

e State of the model: The model is trained only using the attack type DDoS Hulk

e Test scenario: to verify the accuracy of the model when using untrained dataset of
same DDoS type - HULK DDoS

e Classification model: The SVM classification model trained using k-means dataset
and some labeled dataset of attack type DDoS Hulk is used for testing

e Dataset Name:
2ndSet_Benign_DDosHulk _150L_Rows_18Features_Encoded_labelled.csv

e Count of Web traffic used for testing: 150,000

e Results: The model was tested using web traffic containing both benign and DDoS
Hulk traffic. Figure 8. depicts the Confusion matrix and shows us that out of 150000
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web traffic, the model can accurately predict 130500 web traffic. And the model
correctly predicts the DDoS Hulk traffic with an accuracy of 89%. Therefore, we
obtained both an accuracy and precision of 87%. Figure 6 shows the subset of the

dataset used for testing.

Fig.8 TS01_Confusion matrix
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6.2 Testing the model with untrained dataset of DDoS attack type —
Goldeneye

o State of the model: The model is trained only using the attack type DDoS Hulk

e Test scenario: To verify the accuracy of the model when using untrained dataset of
DDoS type -Goldeneye DDoS

o Classification model: The SVM classification model trained using k-means dataset
and some labeled dataset of attack type DDoS Hulk is used for testing

e Dataset Name:
3rd_Set Benign_DDosGoldenEye Rows_18Features_Encoded_labelled.csv

e Count of Web traffic used for testing: 30293

e Results: The model in this test scenario has not been trained or tested for DDoS
Goldeneye attacks. The same classification model that was trained on DDoS Hulk
attacks is used here. The collection includes 30293-web traffic, which consists of
benign and DDoS Goldeneye traffic. Figure 11 illustrates the Confusion matrix, which
shows that the model can effectively predict 19690 web traffic out of 30293 web
traffic.

Since the model was never trained on DDoS Goldeneye attack traffic, the prediction
rate of DDoS Goldeneye is low when compared to DDoS Hulk. Even obtaining a
45% accuracy rate in detecting the attack traffic is a significant accomplishment for this
approach. The model is trained on this attack type in the following test scenarios, and
the prediction rate is calculated.

The overall accuracy rate achieved by the model is 65%.

There are 30293 rows and 19 columns
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3

Fig.9 TS02_Dataset
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df=pd.DataFrame({ " "aAactual ':y5, "Predicted"’:yv5 test_pred})
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Fig.10 TS02_Actual vs Expected

precision recall fl-score support

(% B.67 0.92 B.78 20000

1 ©.45 .13 .20 19293

accuracy ©.65 38293
macro avg B.56 B.52 .49 39293
weighted avg 0.60 0.65 ©.58 38293

Fig.11 TS02_Confusion Matrix

6.3 Testing the model with untrained dataset of DDoS attack type —
Slow Http

e State of the model: The model is trained only using the attack type DDoS Hulk

e Test scenario: To verify the accuracy of the model when using untrained dataset of
DDoS type -Slow Http DDoS

e Classification model: The SVM classification model trained using k-means dataset
and some labeled dataset of attack type DDoS Hulk is used for testing

e Dataset Name:
4th_Set_Benign_DDosSlowHttp_Rows_18Features_Encoded_labelled.csv

e Count of Web traffic used for testing: 15499

e Results: The objective of this test scenario is similar to that of TS02, the model has not
been trained or tested for DDoS Slow Http attacks. The same classification model that
was trained on DDoS Hulk attacks is used here. The collection includes 15499-web
traffic, which consists solely of benign and DDoS Slow Hittp traffic. Figure 14 illustrates
the Confusion matrix, which shows that the model can effectively predict 11005 web
traffic out of 15499 web traffic.

¢ Inthis test case, the model accurately predicted the precision for attack traffic
95% of the time, which is a great perk. However, due to the poor rate of recall &

16



F1 Score attained in detecting attack traffic, the model's total accuracy rate is
reduced to 71%.
e The model is trained on this attack type in the following test scenarios, and the
prediction rate is calculated.

There are 15499 rows and 19 columns

Total LE:“fh' Fwd Fwd  Bwd Fwg Average Avg Fwd é”‘v‘;g Fwd Subflow Subflow Subflow Subflow
Backward ng d IAT IAT Header Packets/ Packet Segment s t Header Fwd Fwd Bwd Bwd af
Packets O PWE Total Max Length acketsis Size Size “EgMeN Length Packets Bytes Packets Bytes
Packets Size

0 2 264 4 4 40 23.847282 885 300 132.0 40 2 60 2 264
1 2 162 3 3 40 87.958484 720 420 81.0 40 2 84 2 162
2 1 0 0 0 32 17857.142860 0.0 00 0.0 32 1 0 1 0
3 2 404 3 3 64  8888.888889 156.5 740 202.0 64 2 148 2 404
4 2 284 45 48 80 8928571429 105.5 45.0 142.0 80 2 92 2 284

Fig 12. TS03_Dataset
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15494 1 0
15495 1 (o]
15496 1 [o]
15497 1 0
15498 1 [o]
15499 rows =x 2 columns

WG ,

"Predicted”

w6 __test_ _predl})

Fig 13. TS03_Actual vs Predicted
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5499
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15499

Fig 14. TS03_Confusion Matrix
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6.4 Testing the model with untrained dataset of DDoS attack type —

Slowloris
State of the model: The model is trained only using the attack type DDoS Hulk
Test scenario: To verify the accuracy of the model when using untrained dataset of

DDosS type -Slowloris DDoS

and some labeled dataset of attack type DDoS Hulk is used for testing

Dataset Name:

5th_Set Benign_DDosSlowloris_Rows_18Features_Encoded_labelled.csv

Count of Web traffic used for testing: 15795
Results: The results from this test scenario achieves the similar accuracy rate that of

Classification model: The SVM classification model trained using k-means dataset

TS03. Here the model has not been trained or tested for DDoS Slowloris attack and
same classification model is used that was trained on DDoS Hulk attack. The collection
includes 15795-web traffic, which consists solely of benign and DDoS Slowloris traffic.
The Confusion matrix displayed under figure 17, depicts that the model can effectively
predict 11214 web traffic out of 15499 web traffic.

In this test case, the model reacts similarly to TS03 in accurately predicting the
Slowloris attack traffic, the precision score achieved is 96%. But as we see that the
poor accuracy rate attained in recall & F1 score for attack traffic has reduced the
model's total accuracy rate to 71%.

There are iEgfsirows and 19 columns
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Fig 15. TS04_Dataset
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df=pd.DataFrame({ "Actual " 1w7, "Predicted” :w7F test pred})
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Fig 15. TS04_Actual vs predicted

precision recall f1-score  support

0 0.69 2.99 ©0.81 9999

1 0.96 B.21 8.35 5796

accuracy @.71 15795
macro avg 8.82 0.60 ©.58 15795
weighted avg @.79 @8.71 2.64 15795

Fig 15. TS04_Confusion Matrix

6.5 Testing the model with trained dataset of DDoS attack type —
Goldeneye

e State of the model: The model is trained for attack type DDoS Goldeneye

e Test scenario: To verify the accuracy of the model when using trained dataset of
DDoS type -Goldeneye DDoS

e Classification model: The SVM classification model trained using k-means dataset
and some labeled dataset of attack type DDoS Goldeneye is used for testing

e Dataset Name:
3rd_Set_Benign_DDosGoldenEye Rows_18Features_Encoded_labelled.csv

e Count of Web traffic used for testing: 12118

e Results: The model in this test scenario has been trained on the dataset used for testing.
The dataset contains 30293-web traffic out of which 40% of the data used for testing of
the model and the rest for training. The newly created classification model that has
trained on DDoS Goldeneye attack is used here. From figure 18, we can see that the
model outperforms in detecting both benign and Goldeneye attack traffic, that’s the
reason why we obtain the accuracy score of 99.90%
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accuracy_score(ys8 test,y8 test pred)

8.99989922594487539

0 1 2 3 4 5 6 7 8 9 10 " 12 13 14 15 16
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Fig.16 TS05_ Dataset
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df

Actual Predicted
17972 1 0
15549 1 0
1229 1 0
6227 1 0
22091 1 0
6373 0 0
18569 0
19423 1 0
27659 1 0
18245 1 0
12118 rows = 2 columns

Fig. 17 TS05_Actual vs Expected

Fig. 18 TS05_Confusion Matrix
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6.6 Testing the model with trained dataset of DDoS attack type —
Slow Http DDoS

e State of the model: The model is trained for attack type DDoS Slow http

e Test scenario: To verify the accuracy of the model when using trained dataset of
DDosS type -Slow Http DDoS

e Classification model: The SVM classification model trained using k-means dataset
and some labeled dataset of attack type DDoS Slow Http is used for testing

e Dataset Name:
4th_Set_Benign_DDosSlowHttp_Rows_18Features_Encoded_labelled.csv

e Count of Web traffic used for testing: 6200

e Results: The model in this test scenario has been trained and tested using DDoS Slow
Http dataset. The dataset contains 15499-web traffic out of which 40% of the data
used for testing of the model and the rest for training. The classification model used
for testing the model was built using the trained dataset. Similar test results are
achieved when compared with TS05, the model outperforms in predicting both benign
and Slow Http attack traffic, that’s the reason why we obtain the accuracy score of
99.90%.

accuracy score(y9o test,y9 test pred)

0.9996774193548387

0 1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17

0 20 2640 40 40 400 23.847282 885 30.0 1320 400 20 600 20 2640 10 00 00 00
1 20 1620 3.0 3.0 400 §7.958484 720 420 810 400 20 &40 20 1620 10 00 00 00
1.0 00 0.0 00 320 17857.142860 00 00 00 320 10 00 1.0 00 00 00 00 00
20 4040 30 30 640 05858888589 1565 740 2020 640 20 1450 20 4040 10 00 €00 00

B N

20 2840 460 46.0 800 8928571429 1055 46.0 1420 800 20 920 20 2840 10 00 00 0O

Fig. 19 TS06_Dataset

21




df=pd.DataFrame({ "aAactual ' :yv9 test,

"Predicted’ :y9_ _test predl})

d-f
Actual Predicted
F800 o] (o]
3669 o (o]
12126 1 1
13410 o] 0
2329 o] 0
12920 O O
1551 [0} Q
5600 1 1
9610 o o]
4293 o] 0
G200 rows = 2 columns
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macro avg 1.0 1.66 1.0 6200
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Fig. 20 TS06_Confusion Matrix

6.7 Testing the model with trained dataset of DDoS attack type —
Slowloris DDoS

e State of the model: The model is trained for attack type DDoS Slowloris

e Test scenario: To verify the accuracy of the model when using trained dataset of
DDosS type -Slowloris DDoS

e Classification model: The SVM classification model trained using k-means dataset
and some labeled dataset of attack type DDoS Slowloris is used for testing

e Dataset Name:
5th_Set_Benign_DDosSlowloris_Rows_18Features_Encoded_labelled.csv

e Count of Web traffic used for testing: 6318

e Results: The model in this test scenario has been trained and tested using DDoS
Slowloris attack dataset. The dataset contains 15795-web traffic out of which 40% of
the data used for testing of the model and the rest for training. The classification
model used for testing the model was built using the trained dataset. The overall
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accuracy of the model for predicting the DDoS Slowloris Attack is 88.99% which
meets the threshold of the proposed model.

accuracy score(yle test,yle test pred)

0.8899968344412789

There are 15795 rows and 19 columns

Total | T°‘tah' Fwd Fwd  Bwd Fwq Average Avg Fwd é“v‘;g Fwd Subflow Subflow Subflow Subflow

Backward :rég d IAT IAT Header Pack t“; Packet Segment s ¢ Header Fwd Fwd Bwd Bwd

Packets O WY Total Max Length acketsis Size Size “CgMeEN Length Packets Bytes Packets Bytes
Packets Size

1 0 0 0 32 10.554090 0.00 0.0 0.0 3z 1 0 1 0
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2 0 0 0 G4 3581623 0.00 0.0 0.0 iz 1 0 2 0
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Fig. 21 TS07_Dataset
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Fig. 22 TS07_Actual vs Predicted
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Fig. 23 TS07_Confusion Matrix
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6.5 Summary of the Evaluation

Upon training our model with several datasets and evaluating its efficiency, we discovered
that our model had an average prediction accuracy of 83 percent throughout all seven test
scenarios, also with least accuracy rate of 65 percent and the highest prediction accuracy of
99.9 percent. The initial conclusion drawn from TS05 and TS06 was that the model achieves
the highest accuracy with small datasets. However, after analyzing the TS07, we discovered
that while the size of the dataset has little influence on accuracy, the type of attack dataset

employed does.

Test Model trained on | Dataset Used for | Accuracy | Number of Data traffic
Scenario Dataset Testing Obtained | used for Testing

TS01 DDoS Hulk DDoS Hulk 87% 150000

TS02 DDoS Hulk DDoS Goldeneye | 65% 30293

TS03 DDoS Hulk DDoS Slow Http | 71% 15499

TS04 DDoS Hulk DDosS Slowloris | 71% 15795

TS05 DDoS Goldeneye | DDoS Goldeneye | 99.90% 12118

TS06 DDoS Slow Http | DDoS Slow Http | 99.90% 6200

TS07 DDoS Slowloris DDoS Slowloris | 88.90% 6318

7. Conclusion and Future Work

Our research and model evaluation illustrate that the stated hypothesis of employing K-means
and SVM to distinguish DDoS attack traffic from benign data at application layer is accurate.
The proposed model achieves the maximum accuracy of 99.9% on the variety of attack datasets
used in testing. The study's findings suggest that the model's accuracy prediction is not
influenced by the size of the dataset. It's also important to consider the nature and type of attack
dataset provided to the model. Finally, using Correlation for feature selection with K-means
and SVM to predict DDoS attack traffic is highly effective.

We were also unable to construct a dataset for DDoS attacks by simulating the attack traffic
using tools, on a web application and collecting the traffic using Wireshark due to time
restrictions and hardware limitations. As a result, with a newly constructed dataset in a real-
time environment, we are dubious of the model's prediction strength. In future, we’d like to test
our model's capabilities against different cyber-attacks, such as Malware or phishing attempts,
by employing larger, real-time datasets with a larger number of attributes.
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