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Configuration Manual
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1 Introduction

The configuration manual plays an important role in the reproduction of the proposed work
using the algorithms of deep learning for intrusion detection in internet of things. This
manual comprises the overall setup and related tools for the implementation of this work.

2  Specifications of the System
The system specifications are as follow:

Processor: Intel Core i7, 7" generation @2.24 GHz
GPU: Nvidia Geforce 6GB

RAM: 16 GB

SSD:1TB

Operating System : Windows 10 professional

3 Software’s/Tools

The software and tools that are used in the implementation of this work are as follow:

Anaconda Navigator
Python
Spyder
Origin

3.1 Software Installation

The step by step installation of the software are given below:

Anaconda navigator can be downloaded from the given link
(https://www.anaconda.com/products/individual)

As this work has used the windows version of the anaconda. So Anaconda for windows has
been downloaded.



https://www.anaconda.com/products/individual
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Figure 1: Downloading Anaconda

o License Agreement

ANACONDA Please review the license terms before installing Anaconda3
5.3.0 (64-bit).

-
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Press Page Down to see the rest of the agreement.

~
Anaconda End User License Agreement
Copyright 2015, Anaconda, Inc.
All rights reserved under the 3-clause BSD License:
Redistribution and use in source and binary forms, with or without modification, are
permitted provided that the following conditions are met:
>

-

If you accept the terms of the agreement, click I Agree to continue. You must accept the
agreement to install Anaconda3 5.3.0 (64-bit).

Anaconda, Inc,

< Back I1Agree Cancel

Figure 2: Anaconda Installation



@ Anacondaéz 5.3.0 (64-bit) Setup

Select Installation Type

‘: > ANACONDA Please select the type of installation you would like to perform
for Anaconda3 5.3.0 (64-bit).

Install for:

(@) Just Me (recommended)

(7)) All Users (requires admin privileges)

Anaconda, Inc,

< Back Next > Cancel

Figure 3: Anaconda Installation
After selection of the installation type(Just Me) click on the next button.
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Choose Install Location

3 hNACONDA Choose the folder in which to install Anaconda3 202105 (64-hit).

Setup will install Anaconda3 2021.05 (64-bit) in the following folder. To install in a different
folder, dick Browse and select another folder. Click Mext to continue.

E
Destination Folder

| C:Wsersthplanaconda3 Browse. .. i
Space required: 2,9GE

Space available: 3. 3GE ‘

< Back Mext = Cancel
Figure 4; Path Selection
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3_'}!—'3::':55;:; 05 (Bd-bit) Setup —

. Choose Install Location
_) ANACONDA. Choose the folder in which to install Anaconda3 2021.05 (64-bit).

Setup will install Anaconda3 2021.05 (54-bit) in the following folder. To install in a different
| folder, dick Browse and select another folder. Clidk Mext to continue.

=

Destination Folder

| C:\Usersthplanaconda3), Browse...

q Space reguired: 2,.9GE
il Space available: 3.4GE

< Back Mext = Cancel

Figure 5:'Setting default python



O Anaconda3 5.3.1 (64-bit) Setup o] @] =

Installation Complete
.) ANACONDA Setup was completed successfully.
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Figure 6: Setup completed

Further, you can download the python 3.9.0 from the below link
(https://www.python.org/downloads/)

. ]
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Python

& python’

About Downloads Documentation Community Success Stories News

Download the latest version for Windows

Download Python 3.9.0

ifferent 057 Python for Wil

r

Want to help test development versions of Python? Prereleases,
Docker images

Looking for Python 2.77 See below for specific releases

Figure 7: Downloading Python 3.9.0


https://www.python.org/downloads/

& Python 3.9.1 (64-bit) Setup

pqthon
wundows

Install Python 3.9.1 (64-bit)

Select Install Now to install Python with default settings, or choose
Customize to enable or disable features,

@ Install Now
Ci\Users\Indenit Singh\AppData\Local\Programs\Python\Python39

Includes IDLE, pip and documentation
Creates shortcuts and file associations

—> Customize installation
ChOOSE location and features

[ Install launcher for all users (recommended)
[ Add Python 3.9 to PATH Cancel

Figure 8: Python 3.9.0 Installation

B Python 3.9.0 (64-bit) Setup

pgthon
wmdows

Setup was successful

MNew to Python? Start with the online tutorial and
documentation. At your terminal, type "py" to launch Python,
or search for Python in your Start menu.

See what's new in this release, or find more info about using
Python on Windows.

@ Disable path length limit

Changes your machine configuration to allow programs, including Pythen, te
bypass the 260 character "MAX_PATH" limitation,

Figure 9: Python 3.9.0 Installation Competed




Inc. on win32

Figure 10: Python 3.9.0 Installation Confirmation

4 Implementation
The libraries used for the purpose of implementation are as follow:

Pandas
Numpy
Sklearn
Keras

For a proper experimentation. All of the libraries has been imported using spyder IDE.

pandas pd

nuUmpYy np
sklearn preprocessing
sklearn. preprocessing MinMaxScaler
sklearn, preprocessing StandardScaler
sklearn.model]l selection troain _test split
keras.utils to categorical
keras . models Sequential
keras. layers LSTM
keras. lavers Dense ., Dropout
sklearn . metrics ACCUracy score
sklearn metrics conftusion matrix
sklearn. metrics classification report
keras. layers CuDNNLSTM, Activation

Figure 11: Importing Libraries and packages



1. Dataset Loading

n keras.layers import CuDNNLSTM, Activation

17 #importing dataset
18 mydata=pd.read_csv("dataset.csv")

20 mydata = mydata.sample(frac = 1).reset_index(drop = True)

22 #mydata. fillna(@, inplace=True)
23 #feature extraction

Figure 12: Importing Dataset

2. Preprocessing

22 #mydata. fillna(8, inplace=True)

23 #feature extraction

24 X=mydata.iloc[:, 8:79]

25 Y=mydata.iloc[:,79:80]

26 #

27 sc=StandardScaler()

28 X = sc.fit_transform(X)

29 #

30 #min_max_scaler = preprocessing.MinMaxScaler()
31 #X = min_max_scaler.fit _transform(X)

32

33 x_train, x_test, y train, v test = train_test split(X, Y, test size=0.20)
34

35 #min_max_scaler = preprocessing.MinMaxScaler()
36 #X = min_max_scaler.fit_transform(X)

37

38 #min_max_scaler = preprocessing.MinMaxScaler()
39 #x train = min_max_scaler.fit _transform(x _train)
40

41 x_train = np.array(x_train)

42 x_train = np.reshape (x_train,(x_train.shape[@], 1, x train.shape[1]))
43

Figure 13: Dataset Preprocessing

3. One hot Encoding

49 #ONE HOT ENCODING

50 Num_classes = len(np.unique(Y))

51 y_train_ohe= to_categorical(y_train,Num_classes)
52 y_train_ohe = pd.DataFrame(y_train_ohe)

53

Figure 14: One hot Encoding



4. Building Model

55 model = Sequential()

56

57 model .add (CuDNNLSTM(300,  input_shape= (x_train.shape[1],x_train.shape[2]), return_sequences=True))
58 #model . add (CuDNNLSTM(656, return_sequences=True))

59 #model . add (CuDNNLSTM(6608, return_sequences=True))

60 model.add(CuDNNLSTM(200, return_sequences=False))

61 model.add(Dropout(©.4))

62

63 #model . add (CuDNNLSTM(308, return sequences=False))

64

65 model .add(Activation( 'relu'))

66 #model . add(LSTM(200, activation= 'relu’, return_segquences=True))
67 #model . add(LSTM(156, activation= 'relu’, return_sequences=True))
68 #model . add(LSTM( 106, activation= 'relu’, return_sequences=False))
69

70

71 model.add(Dense(200, activation="relu'))

72 #model . add(Dense (150, activation="relu’'))

73 model . add(Dropout(0.2))

74

75 model.add(Dense(160, activation="relu"))

76 model.add(Dense (50, activation="relu'))

77

78 model.add(Dense(Num_classes, activation='"softmax'))

79

20

Figure 15: Model Building

5. Optimizer Adding

79

80

81 #from keras import optimizers

82 #lmport keras

83 #import keras.utils

84 #from keras import utils as mp utils

85 #heras.optimizers.Adam(Lr=0.001, beta 1=0.9, beta 2-0.999, epsilon=None, decay=0.8, amsgrad=False)
86

87

88 model.compile(optimizer="adamax’, loss='binary crossentropy', metrics=["accurady'])
89 #model. summary()

99

Figure 16: Adding optimizer

6. Model Training

-_-———e————————_—_—e—eesé i }tiiiiiiinin,iiiooninponoooann
89 #madel . summary ()

96

91 import time

92

93 start = time.clock()
94

95 #train the model

96 model.fit(x_train, y_train_ohe, epochs=5, batch_size=64)
97

98 end = time.clock()

99 print ("%.2gs" % (end-start))

160 #predections

101




Figure 17: Training the model

7. Accuracy and Confusion Matrix

189
110
111 print("Accuracy:” + str(accuracy_score(y_test, prediction)® 18@))
112 print(classification_report(y_test, prediction))
113 cm = confusion _matrix(y_test, prediction)
114 print (cm)
I:."

Figure 18: printing accuracy and confusion matrix

8. Calculating TP,FP,FN,TN

112
116 #Pred = np.round(Pred)
117 FP = cm.sum(axis=0) - np.diag(cm)
118 FM = cm.sum(axis=1) - np.diag(cm)
119 TP = np.diag(cm)
120 TN = cm.sum() - (FP + FN + TP)
121
122
123 FP = FP.astype(float)
124 FM = FMN.astype(float)
125 TP = TP.astype(float)
126 TN = TN.astype(float)
127
128
129 # Sensitivity, hit rate, recall, or true positive rate
130 TPR = TP/(TP+FN)
1 # Specificity or true negative rate

N
L
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TMR = TH/(THN+FPY i
Figure 19: Calculating FP,FN,TP,TN
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9. Calcul

ating overall accuracy, Precision

129 # Sensitivity, hit rate, recall, or true positive rate

130 TPR = TP/(TP+FN)

131 # Specificity or true negative rate

132 TNR = TN/ (TN+FP)

133 # Precision or positive predictive value

134 PPV = TP/(TP+EP)

135 # Negative predictive value

136 NPV = TN/(TN+FN)

137 # Fall out or false positive rate

138 FPR = FP/(FP+THN)

139 # False negative rate

140 FNR = FN/(TP+FN)

141 # False discovery rate

142 FDR = FP/(TP+FP)

143

144 # Qverall accuracy

145  ACC = (TP+TN)/(TP+FP+FN+TN)

146 # Precision

147 Precision = TP / TP + FP

1A0

Figure 20: Calculating Accuracy, Precision
5 Results
Table 1. Results and Evaluation

Algorithm Accuracy Precision  Tpr Fpr F1-score Recall
DNNLSTM 99.92% 99.30% 99.87% 0.0070% 99.50% 99.50%
GRU 99.79% 99.33% 99.77% 0.0090% 99.50% 99.83%
LSTMGRU 99.11% 99.16% 99.77% 0.012% 90.10% 88.19%
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