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Efficiency of Flash Flood Prediction by XGBoost and
Random Forest using 15 minutes & 1 hour time

period sensor data.

Ghiridhar Iyer
X18183468

Abstract

Floods are one of the costliest and deadliest Natural Disasters known to man-
kind. Due to the inconsistent nature of rain, estimation of flood becomes complex.
Most of the previous works have focused on forecasting floods but limited research
has been done on flash flood prediction also known as nowcasting. Since Flash
Floods manifest in a matter of hours, people remain unaware of the disaster lead-
ing to loss of lives. Many previous works have highlighted the time period (time
difference between successive rows) of the dataset as the limitation to predict flash
floods. By foreseeing the disaster as well as assessing its threat in real-time would
ensure timely actions which can avoid loss of life. This paper predicts flash floods
using XGBoost and Random Forest based on UK Sensor Data. This paper also
examines the effect of the time period of the dataset on the performance of the pre-
diction model. AWS Platform was used to host the application. GAN was utilised
to mimic the dataset and increase the number of records. Algorithms were scripted
and were provided to the Sagemaker ML endpoint for training and prediction. Both
the algorithms successfully predicted flash floods and river level for about 3 days.
The PASS evaluation technique has been adopted for assessing the performance
of algorithms. XGBoost outperformed Random Forest in all evaluation aspects
and hence saves time and lives of the people. Implementation and performance
assessment of Neural Networks is yet to be performed.

1 Introduction

1.1 Background and Motivation

Water forms an integral part of the survival of any living being. Sources of water are
underground, lakes, rivers, etc. which get replenished by rain. Rain tends to be incon-
sistent and in the case of a persistent downpour, can lead to a flood. Natural Disasters
never arrive with a prior warning but can be detected & analyzed to plan and prepare
the evacuations to save human lives. Floods are one of the costliest and deadliest natural
disasters known to mankind. The ability of flood to prove fatal has been underestimated
by the youth and elderly which has been the main reason for their deaths due to inunda-
tion ( Ashley & Ashley (2008)). There was a survey conducted on the damage caused to
property by floods. It shows a steady rise in the cost of damage not only to infrastruc-
ture but also to human lives on every occurrence of a flood. This is because the density
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of constructed structures keeps increasing for accommodating people and setting up the
enterprise workplace ( Ahmadalipour & Moradkhani (2019)). Amenities like Electricity,
Network Connectivity are heavily affected. This conveys that the extent of awareness in
people regarding the threat from the flood is lacking.

There are many domains wherein predictions play a vital role. These can be for
business purposes aiming for profit or for disaster management purposes aiming at saving
lives. Machine Learning has been the prime motivator for creating Prediction models.
Cloud is an ideal environment to have an on-demand and scalable application. Research
shows Data Processing and Cloud are becoming an integral component for applications
designed for providing predictions and insights ( Najmurrokhman et al. (2019) Limousin
et al. (2019) Furquim et al. (2018) Afzaal & Zafar (2016)).

1.2 Problem

Analyzing the effect of floods can help in understanding the extent of preparedness.
Areas with a higher density of people should be targeted first for evacuation. Physical
modifications can influence (positively as well as negatively) the possibility and extent of
flood in the future ( Patrick et al. (2019) Hasan et al. (2019)). Some focused on generating
a Flood Map, which is a Geo-Spatial data, representing the areas under threat of being
inundated in case of floods. These techniques are mainly used after the occurrence of the
flood, as it informs the authorities about the current risk and damage in all the areas.
Flood Maps are static content, which gets outdated with time as the change in sea levels,
physical modifications in the region and changing pattern of rainfall creates new and
challenging scenarios to tackle ( Hasan et al. (2019) Patrick et al. (2019)).

Real-time or near real-time prediction is essential to avoid any delay in evacuating
people. Flash floods manifest in 4 to 6 hours due to perennial rainfall. Threat to life
due to flash floods is high since no one is aware of the upcoming disaster ( Ahmadalipour
& Moradkhani (2019) Furquim et al. (2014) Ashley & Ashley (2008) Du et al. (2019)
Morán-Tejeda et al. (2019)). Most of the previous researches have forecasted the chances
of flood beyond 24 hours up to 4 days based on datasets with a time period of 6 hours to
1 day. Since majority of flash floods manifest within this period, prediction of flash flood
is not possible by these applications ( Du et al. (2019) Hagen et al. (2020) Herman &
Schumacher (2018)).

1.3 Research Question

Can Flood Nowcasting and Flash Flood notification be accurately performed
by XGBoost than the state-of-the-art techniques like Random Forest using
15 minute and 1 hour time period sensor data?

1.4 Objectives and Contribution

The main objective of this paper is to examine the efficiency of XGBoost and Random
Forest in performing Flood Nowcasting and Triggering Flood Warning based on the
predicted river level. Flood Nowcasting is predicting the possibility of flood within 24
hours. The paper emphasizes on predicting Flash Floods. Since the emergence of flash
floods is possible in 4 to 6 hours, a reasonable time period is expected. The time period
is the time difference between two successive rows. In order to understand the trend,
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sufficient number of data is required ( Du et al. (2019) Herman & Schumacher (2018)
Furquim et al. (2014) Furquim et al. (2018)). The accuracy of the algorithms is verified
using graphs and sum of error in prediction. The efficiency of the algorithms is verified by
analyzing, how many flood warnings are triggered and missed. Incorrect Flood warning
Triggers are also examined.

The secondary objective of the paper is to examine the effect of the time period on
the accuracy of the prediction. The dataset has a time period of 15 minutes. Aggregation
of data to 1 hour would be carried out to assess the prediction accuracy for both time
periods - 15 minutes and 1 hour.

Efficient prediction of flash floods would ensure prompt measures to safeguard and
in some cases evacuate people to safety. The issue of flash floods is not restricted to
certain locations, but is prevalent everywhere and is becoming more frequent. Unlike
Flood Forecasting, Flood Nowcasting and flash flood prediction has room for research
and exploration which would benefit people across the globe.

1.5 Limitations

The time period and predictor variables like rain, temperature and wind play a pivotal role
in this research. Since only one month of sensor data was available, the implementation
of Neural Networks becomes non-viable. Forecasting using Neural Networks without a
sizable amount of data could lead to impartial predictions. Also, even a small change in
values of hyperparameters have a significant effect on the performance. Due to the timing
and complexity of Neural Networks, it was not implemented for flash flood prediction.

The paper is structured in the following manner. Section 2 consists of the Literature
Review of the State of the Art, to gain clarity regarding Flood Prediction and Flood
Monitoring. Section 3 provides an overview of the Methodology. Section 4 deals with the
Architecture Design and Section 5 deals with the implementation. Section 6 analyzes the
results in detail and section 7 concludes the paper and provides future work.

2 Related Work

There are severe effects of Natural Disaster on the infrastructure and the people living
in the affected region. Disasters like Earthquake are devastating depending on their
intensity which can be measured using Seismometers. The following section describes the
effects of floods.

2.1 Assessment of Risk due to floods

Ahmadalipour & Moradkhani (2019) affirms that floods inflict drastic damage to biod-
iversity and infrastructure. The analysis on the frequency, duration and property damage
caused by flash floods in the Contiguous United States in the past 22 years provided a
clear understanding of the damages due to floods. A Discussion is cited which is based on
the property damage caused by flash floods in the United States which concluded Floods
as the costliest natural disaster. Although earthquake and Tsunamis cause equivalent or
more damage based on its intensity, Floods are becoming very frequent. This ultimately
causes more damage to property as well as biodiversity. Ashley & Ashley (2008) has
analyzed the flood fatalities from 1959 to 2005 which showed it to be the second deadliest
Natural Disaster in the United States. The count of deaths due to drowning outdoors
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were the highest as per the findings. This also pinpoints that the awareness regarding the
Fatality of Floods is highly unaware among the people. The Age of the dead were from 19
to 30 and above 60. Usually, people between the age group of 30 to 60 are working-class
citizens, who either were stuck during the floods at their workplace and/or were aware
of the effects and stayed indoors or stay in areas less affected by floods.

Morán-Tejeda et al. (2019) analyzed the water flow in the rivers and rainfall in
Spain. The Factorial snow model was used which would compare the snow depth and
hence determine the snow meltdown water. Weather Research and Forecasting Model
predicted the rainfall. These two models were combined to understand the role of snow
meltdown and rainfall in flood incidents. Although ice melt contributed to flooding
occurrence, rainfall has been the chief contributor. In about 60 per cent of the flood
incidences, rainfall was the major contributor for surface runoff. This paper supports the
argument that rainfall plays a major role in the manifestation of floods. Hence an analysis
of the behaviour of rain would act as one of the parameters to predict the possibility of
flood in the upcoming days.

Orton et al. (2019) finds Flood as one of the deadliest threat due to rise in sea
level. This was concluded not only by surveys and expert opinions but also through
sea monitoring satellites data. The rising sea level poses a high risk to the coastal
cities. Currently, the construction of infrastructure is based on 100-year flood maps.
100-year flood map shows the probability of the number of flood occurrence in a given
region, usually a country, in the next 100 years. DEM and projection of sea-level rise
are primarily used to create the 100-year flood map. The issue with 100-year flood map
is, just one instance of flood in a region changes the 100-year flood probability for that
region. 100-year flood maps are subject to change every year. With the rising sea level,
the intensity of flood is expected to increase drastically with time.

The wind has been the main influencing factor for the creation of storm and flood.
Wind increases the speed and height of tides, which can cause coastal tiding. One point to
be noted is, the future protection steps that would be taken by the government will greatly
influence the 100-year flood map. Flood Maps can be considered as guidance but cannot
be a prime material to assess the safety of the region. It is subject to amendments with the
change in environmental factors like rising sea level, changing patterns of rainfall, global
warming which causes a rise in humidity and snowmelt, etc. and coastal constructions
like dredging, sectional and frame barrier or wall to avoid or at least delay the surface
runoff in the region ( Patrick et al. (2019)).

The above section clearly states the effects of flood and the need to address it. The
frequency of Floods is expected to increase owing to climate change. The contribution by
the researchers in the field of Flood majorly dealt with Forecasting. Also, the previous
works were based on a specific technology/approach. Each author had focused on a spe-
cific technology/approach which they would utilize to develop the solution. For instance,
Some authors solely focused on ML while some on Flood Simulators. Hence, analysis
of various technologies and approaches in the field of ”Forecasting” and ”Nowcasting” is
obligatory.

Natural Disasters like Floods cannot be prevented but can be predicted through tech-
niques like hydrological models and Machine Learning Techniques. This assists in fore-
casting the floods before it occurs which assists in Disaster Management. The following
section focuses on the functionality of these applications.
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2.2 Flood Forecasting

2.2.1 Convolutional Deep Neural Network (CDNN) and Wireless Sensor
Area Network (WSAN)

Anbarasan et al. (2020) combined IoT, Big Data and CDNN for predicting the occurrence
of floods. The author agrees that IoT can be beneficial in predicting floods due to the
continual inflow of data which guides in understanding the behaviour of river water level
and rainfall. Historical data has been used to gauge the current behaviour of river level
and rainfall. Institute of Environmental Studies has asserted that in the upcoming three
decades, 60 per cent of cities would face flood issues. Map-Reduce based Big Data
Framework was adopted and the normalisation of the historical and real-time datasets
was performed to fit the values into the range of 0 and 1. Normalization was performed
because the outcome of the CDNN module is expected to be Logical (Chance or No
Chance). It is essential to have an estimated idea of when the flood is most likely to
occur which will assist in evacuation planning. This is possible if the outcome is numeric
and not logical. Although the approach was creative using CDNN, it will not satisfy the
research objective of time series forecasting.

Afzaal & Zafar (2016) proposed a flood detection algorithm wherein the WSAN
would be connected to the cloud platform in a form of sensors, gateways or actors. The
sensor readings and predefined parameter values determined the actions of the Actuators.
Although Cloud is mentioned as a storage and decision-making model, the paper does not
discuss in detail its role and influence. Implementation and Validation of the algorithm
would provide a better insight into the efficiency of the suggested system.

2.2.2 Flood Simulation Models/Flood Maps

Mai & De Smedt (2017) performed the simulation of a flood using WetSpa application
based on hydrological data which provides the behaviour of river level in the river basin.
The outcome was an accurate flood map which simulated the possible risk areas and the
depth of floodwater in those areas. A general flood map was created to determine the risk
areas by simulating flood inundation using DEM and Vegetation map. As it was not based
on rainfall data, real-time situations cannot be monitored using this approach. Sanz-
Ramos, Marcos et al. (2018) also used meteorological, hydrological as well as hydraulic
models to predict flood up to 4 days prior. The High-Resolution Numerical Weather
Prediction predicts the extent of precipitation. The data was validated using LiDAR data.
Prediction of rainfall based on HR NWP and evaluation of the precipitation collected in
the basin was accomplished.

Hasan et al. (2019) utilized the XP Stormwater Management Model (XPSWMM)
application to analyze and simulate the flash flood event. The application takes 1-hour
rainfall data and performs a hydrological analysis of the river level based on rain frequency,
intensity and duration. River water level based on rainfall duration and intensity was
obtained. The return period (probability of occurrence in a given year) of rainfall based
on intensity was achieved. A flood map describing the areas which can be inundated has
been derived. The author firmly states that Construction of structures or alteration of
land by removal of sand has been the primary cause of the decrease of groundwater level
and increasing impermeable surfaces. The statement holds good for flood occurrence as
the alteration of land not only leads to an increased volume of impermeable water but
also increased surface runoff of this water into the urban areas causing floods.
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There are systems which provide insights on the extent of damage caused by flood
after its occurrence. This helps in gauging the vulnerable areas in the region and help
strategize the Flood Recovery measures. The following section provides details on the
functionality of these applications.

2.2.3 Big Data and IoT in crisis Management

Furquim et al. (2018) combines sensor networks and ML to forecast flood. The Author
stresses on combining IoT and cloud. In a real-world scenario, multiple stations would
be providing sensor input which needs to analysed and predict chances of flood. For
such on-demand and scalable environment with such huge storage, only cloud platform is
ideal. With the rise of Edge Computing, Disaster Management especially Floods would
be benefited to a great extent. The combined capabilities of concepts will enable gaining
real-time insights into the situation. IoT enables capturing parameters which can be
utilized for analyzing the status. It is a popular Big Data source. The storage and
compute capacity coupled with the resilient and distributed environment makes cloud an
ideal platform. The author has cited numerous works which took advantage of the cloud
for flood prediction. The author deploys a two-tier WSN, wherein Tier 2 sensors collect
data from tier 1 sensors and transmit the data to the cloud. If Tier 2 node fails, Tier 1
temporarily takes up the task. If the cloud is unavailable, the prediction process is done
at Tier 2 node.

The author took 10 minutes of data with an interval of 1 minute to predict five
minutes of river level. MLP was used to predict the river level. The author suggests
considering only significant data rows, that is, data rows showing a significant increase or
decrease in river level rather than being static. Static river level data acts as noise since
it portrays lack of influence of predictor variables like rainfall, humidity on river level.
The author finds that the prediction accuracy increases when more predictor variables
are considered. It is notable that, although the prediction had very less variance between
observed and predicted (calculated using r-square) of 0.95, there were significant false
positive and false negative values. Predictions are bound to have errors, but accuracy is
an important aspect and significant false outcomes show room for improvement.

Several other papers have focused on Big Data to solve counter natural disasters
( Cumbane & Gidófalvi (2019) Najmurrokhman et al. (2019) Limousin et al. (2019)
Arthur et al. (2018) . Cumbane & Gidófalvi (2019) and Arthur et al. (2018)) focused on
social sensing. Social media data was assessed ( Arthur et al. (2018)) and ML sentiment
analysis was performed on the tweets. Based on the GPS data (based on location tracking
setting and/or location mentioned in the tweet), real-time Flood Maps were created. The
author admits the issue of significant false positives as well as the inability to detect flash
floods. Flash floods happen in hours and in such a scenario, evacuation would occur
before tweeting about the flood. Also, the amount of tweets from a region depends
on the population density that witnesses it. Cumbane & Gidófalvi (2019) discusses the
ability of various Big Data frameworks to process and query spatial data which can enable
the creation of real-time flood maps. ( Cumbane & Gidófalvi (2019), Najmurrokhman
et al. (2019), Limousin et al. (2019)) emphasize on combining ML and IoT for crisis
management since IoT is a real-time data source to determine disasters promptly.
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2.2.4 Machine Learning (ML)

Furquim et al. (2016) used Machine Learning to predict Floods. He claims that there is
a need to continually monitor the river level along with rainfall to examine the trend in
the water level. Chaos Theory has been implemented because the river level is subject
to change drastically without following a constant pattern as just a small change in one
aspect leads to a significant amount of change in another aspect. The experiment showed
fluctuation in water level even without any rainfall. One possibility could be precipitation
at one of the river’s tributaries or opening of a dam.

Furquim et al. (2014) also analysed the performance of different Machine Learning
Techniques for now-casting flash floods. Now-casting is the prediction within 24 hours.
Forecasting is a prediction beyond today/more than 24 hours. The author assesses how
the statistical features of river data influence the performance of the prediction. The
author takes into consideration ten minutes of data with time period of 1 minute. Author
passes mean, standard deviation and other statistical calculation between the first and
last river level value and no dependent feature like rain or temperature. It needs to be
noted that all the techniques of ML could still predict the river level accurately based on
time and statistical data, although the outcome of each algorithm is different. BFTree
Decision Tree could predict t+3 (third interval prediction value) very accurately while
Multi-Layer Perceptron could predict first and third river level value accurately.

Du et al. (2019) highlights that about 51 per cent of the natural disasters in 2016
were hydrological (flood, tsunamis, etc) in nature. Among that 51 per cent, about 93
per cent was flooding, causing around 94 per cent of damages and deaths. Based on
the above statistics, the author emphasizes on creating a warning system which would
enable evacuation and save lives. The author takes into account various parameters like
river level, rainfall, temperature, pressure, wind speed, etc. The Author takes 16 years
of sensor data with time period of 1 day. Back Propagation Neural Network was used to
predict the river level. The application could predict floods up to three days ahead. The
author accepts that the prediction of flash floods is not possible with the present time
period of data.

Amezquita-Sanchez et al. (2017) discusses the state of the art technologies in the field
of natural disaster detection. The author asserts that ML is the most ideal technique
irrespective of the disaster. ML and neural networks have proved their efficiency in
predicting Floods, Earthquakes as well as Tornadoes.

Hu et al. (2019) uses long short-term memory (LSTM), a feedback-based neural
network, for predicting flash floods. The author states that successive data affects the
prediction ability of the model and only significant rows contributing to river level change
should be considered. Spatial data has been used to predict the river level. Spatial data
provides numerous metadata including river level, river depth, etc. The author concludes
that considering the records which contribute to the trend of river level would decrease
noise and avoid over-fitting of the model.

Hagen et al. (2020) deployed multiple machine learning algorithms to compare the
river level prediction and flood warning triggering ability. Multiple datasets were con-
sidered with Data ranging between 2 and 30 years and time period ranging between 1
and 24 hours. 50 days were passed as Training data and 10 days as testing data. Most of
the features had the time period of 6 hours. Hence the Author aggregated time period of
all features (rain, humidity) to 6 hours. Out of the algorithms, Random Forest (91 per
cent hit rate) and CDNN (83 per cent hit rate) were most accurate. Around 10 per cent

7



of flood triggers were false alarms.
Herman & Schumacher (2018) focuses on flash floods in USA. About 11 years of

geo-spatial data were used as a dataset with time period of 24 hours to create a probab-
ilistic precipitation forecast model. An accurate one-year rainfall forecast was achieved.
Extreme precipitation data was provided to the model along with parameters like wind,
moisture, etc. Random Forest was found to be very accurate although there were inac-
curacies in regions where high precipitation was uncommon. Such areas had a majority
of low or medium precipitation which could have created a biasedness in the data trend.

Hosseiny et al. (2020) creates a hybrid model of Random Forest and MLP to de-
termine the wet nodes(pixels) and compute the water depth. Random Forest is used as
a classifier to determine the wet nodes (areas flooded as per satellite imagery) in the
geospatial data and MLP is used to compute the depth of the flood water which can
aid in understanding the severity. Since geospatial data is a static data unlike IoT but
has depth in its metadata, 5 datasets were provided for training. Two decades of water
discharge data were also provided. Overall, Random Forest had an accuracy of around
99 per cent and MLP had around 88 per cent.

Kane et al. (2014) demonstrates a time series forecast of Avian Flu using Random
Forest and ARIMA models. ARIMA model is usually preferred for time series forecasting.
The author highlights that ARMIA assumes a linear relationship between the dependent
and predictor variables which is not always the case in time-based scenarios. About 30
weeks of data were provided as training with one week derived as prediction with a time
period of 1 day. Random Forest was found to be very accurate. ARIMA although was
accurate but had invalid values like negatives values and each record denote the number
of infections. Neither of the algorithms could predict accurately large magnitude changes,
but Random Forest was reasonably close.

2.2.5 XGBoost

Zhou et al. (2019) proposed a new algorithm CEEDMAN-XGBOOST to predict crude oil
prices. CEEDMAN removes the noise from the dataset. Noise in the data hides the trend
among the data features. XGBOOST was used to predict the crude oil prices along with
Feedforward Neural Network, Support Vector Regression and ARIMA. About 26 years
of data were used as training data and 1,3 and 6 years of crude oil price was predicted.
XGBOOST had outperformed rest of the algorithms. The author also stated that with
an increase in noise in the dataset, the prediction accuracy of all models decreased.

Vanichrujee et al. (2018) predicted taxi demand using XGBOOST, LSTM, Gated
Recurrent Unit (Neural Network) and an ensemble of all the three. Only taxi booked
from airports, hospitals, residential and educational locations were considered. Also,
long trips (duration beyond 100 minutes) were not considered in the study. The data is
aggregated to demand/bookings per hour. The author has considered several features
apart from time and number of bookings like weather, a national holiday, etc.. 24 hours
of data was passed to predict the demand for the upcoming hour. XGBoost predicts
the demand better in case of high demand while LSTM performs a bit better when the
demand is low.

Memon et al. (2019) compared the accuracy of XGBoost and ANN for PolSAR
Image Classification. PolSAR Image Classification deals with land cover classification
in geospatial data. The author has justified the choice by explaining the advantages
of both the algorithms. Neural Networks, in general, can learn complex relationships.
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The dataset was divided into 80:20 for training and testing respectively. XGBoost not
only took less time for training but was more accurate in classification than ANN. ANN
took 15 hours for training with around 90 per cent accuracy while XGBoost took around
30 minutes for training with over 92 per cent accuracy. Author highlights that hyper-
parameter tuning is very crucial in ANN whereas XGBoost’s default hyperparameters
were robust enough.

Liu et al. (2019) predicted the tourist VOlume for the city of Sanya using XGBoost
and ML Graphical Model. Seven years of tourist data were provided for training to
predict the two-year tourist volume and income. Many features were taken into consid-
eration like total tourist volume, overnight tourist volume, number domestic and foreign
tourists, flight time and type of hotel opted by tourists. One needs to be cautious while
consideration of features. Too fewer features will deprive the algorithm of realising the
trend in the relationship while too many features can cause overfitting causing deteriora-
tion of model performance. Overall, both algorithms have similar accuracy. The author
also proposes an ensemble of the above algorithms which has better accuracy than the
individual ones.

Krishna et al. (2019) implemented Keystroke based User Identification using XG-
Boost, Random Forest, Logistic Regression, MLP and Probabilistic Neural Network. A
90:10 approach was used to split the dataset for training and testing respectively. The
outcome was not only checked based on accuracy but also the standard deviation. Low
Standard deviation means high precision. A prediction can be accurate by the predicted
value being close to the actual value but, if the same input fetches three different outputs,
the model is not precise. Among the algorithms used, XGBoost had the highest accuracy
of 94 per cent and a low standard deviation of 0.37. A statistical t-test was performed to
check the significance of the predictions of each model. Only XGBoost was found to be
significant. Multi-Layer Perceptron uses back-propagation learning and had an accuracy
of around 90 per cent with a standard deviation of 0.61.

2.3 Conclusion

• Due to the increasing frequency, Flood is considered as the costliest and deadli-
est natural disaster. Flash Floods which manifests in hours or even minutes, is
detrimental to the biodiversity of the area since no one is aware of the upcoming
disaster ( Patrick et al. (2019) Hasan et al. (2019) Du et al. (2019) Ahmadalipour
& Moradkhani (2019) Ashley & Ashley (2008) Furquim et al. (2014) Furquim
et al. (2018) Hagen et al. (2020)).

• Time Period is crucial for detection of flash floods. Authors have admitted the
inability of the application to detect flash floods as the time period used was 6
hours to 24 hours. Due to this the trend of river level during flash flood is unknown
to the application ( Du et al. (2019) Hagen et al. (2020)).

• Sensor Data which typically has a time period of 1 minute enabled flash flood
detection ( Furquim et al. (2014) Furquim et al. (2018)).

• The prediction accuracy increases with increasing features/columns ( Furquim et al.
(2018) Liu et al. (2019) Du et al. (2019) Hagen et al. (2020) Vanichrujee et al.
(2018)).
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• Noise in Dataset adversely affects the model performance. Even records which has
minimal to no change in river level are also considered noisy records ( Hu et al.
(2019) Hagen et al. (2020)).

• Ensemble Forecast Data aids in overcoming the inaccuracy of the Deterministic
Forecast Data ( Hagen et al. (2020)).

• XGBoost has outperformed Neural Networks in Classification and Regression. This
does not conclude that XGBoost is better than Neural Networks but makes XG-
Boost a potential and an ideal algorithm to be utilized/implemented for flash flood
nowcasting ( Memon et al. (2019) Krishna et al. (2019) Zhou et al. (2019) Vani-
chrujee et al. (2018)). Even Random Forest has very accurate prediction ( Herman
& Schumacher (2018) Hosseiny et al. (2020) Kane et al. (2014)) and has outper-
formed CDNN ( Hagen et al. (2020)).

3 Methodology

This section describes the methodology followed in this paper to examine the accuracy
and efficiency in flash flood prediction using XGBoost and Random Forest based on a
suitable time period and all possible features.

3.1 Dataset Source and Credibility Assessment

The dataset of the sensor data was collected from the Environment Agency, UK. The
sensor data was available for river level, rainfall, temperature, wind speed and wind
direction with a time period of 15 minutes. Dataset was downloaded by the URL link
provided in the website which is explained in the manual. Although the volume of
historical data available is only one month, the sensor dataset has the parameters and
time period deemed essential for flash flood prediction. Permission for public access and
utilization data has been declared in the website 1. The dataset does not have any missing
values. This makes the dataset very suitable for this research.

The Research work can be divided into four sections: Data Processing and Format-
ting, GAN Creation and Merging, Feature Generation and Prediction, Flood
Warning Triggering.

3.2 Research Methodology

Three stations around River Mersey in Liverpool were considered which were uploaded
to S3. Each station provides its region and area names which were used to identify
the stations around River Mersey. Athena was used to transform the datasets into a
single file with one timestamp column with a time period of 15 minutes and 5 columns
each representing a sensor reading. This final dataset was aggregated to 1 hour. Wind
speed and direction & temperature were transformed to their respective average values.
Since the overall rainfall needs to considered, Sum of Rainfall was performed. River level
beyond the safety level, even for a short period is also considered as a flood warning.
Since averaging the river level value would distort the findings, Maximum of river level
was performed. Two final datasets with a time period of 15 minutes and 1 hour were

1Public Sensor Access: https://environment.data.gov.uk/flood-monitoring/doc/reference
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saved to S3 from Athena. Since Athena saves the output in a compressed (.gz) format,
Pandas was used to convert the data to CSV format.

Generative Adversarial Network (GAN) was trained to generate two datasets for a
period of one month based on the two S3 datasets. The generated GAN dataset and S3
dataset were merged based on their time period and were saved to S3. The original sensor
dataset was for the period - June 12, 2020, to July 11 2020. Since the Summer season in
the UK is from June to August and all the parameter values (rainfall, temperature and
wind) vary between seasons, only one month of GAN data was generated. The Timestamp
in GAN and source dataset was the same. The merged dataset was transmitted to
QuickSight for visualization to assess the extent of similarity between them. QuickSight
was configured by providing a role to access S3 objects. S3 was configured to block all
public access with an exception to QuickSight role.

Boto3 2 is the AWS based Python SDK to communicate with AWS services. Boto3
was used to stream the file from S3 to Sagemaker and save the predictions from Sagemaker
back to S3. Data is encrypted while transit when using Boto3. The sensor dataset of
two months was streamed to Sagemaker and GAN timestamp was incremented by one
month, making the dataset timestamp from June 12, 2020, to August 11 2020. Since
river level is also time-dependent, Pandas was used to create features (columns) based on
timestamp value. Custom script was written for each algorithm & time period. Script
and dataset were provided to AWS ML EC2 instance for training and deployment of the
model 3 4.

The Environment Agency also provides the river level at which flood warning is
triggered. Based on this river level, prediction accuracy and efficiency in triggering the
flood warning is evaluated. The actual river level and the predictions of both algorithms
were streamed. A visualization between actual river level and predictions by both al-
gorithms were generated in QuickSight. The PASS evaluation technique was adopted for
assessment of the algorithms. Statistical Tests like R-Square tests the extent of fit but
cannot precisely assess in mission critical situations. The Precision, Accuracy, Specificity
and Sensitivity (PASS) are assessed for both the algorithms for both time periods.

4 Design Specification

The architecture is divided into three layers. All the layers are enclosed within the AWS
Environment.

Data Storage Layer consists of all the data: Raw Sensor Data, Athena Transformed
Data, GAN and sensor merged Data and Prediction Data. Public access to the bucket is
blocked and AWS IAM Role is required to access its contents.

Data Processing Layer access the data from the Data Storage Layer for four pur-
poses: Raw Data Transformation in AWS Athena, Data formatting, GAN Generation
and Merging in AWS Sagemaker (Instance 1), Model Generation and Prediction in AWS
Sagemaker (Instance 2) and Assessment of Triggering of Flood Warning by the predic-
tions in AWS Sagemaker (Instance 3). The output is stored in S3. Boto3 streams the

2Boto3 Documentation: https://boto3.amazonaws.com/v1/documentation/api/latest/guide/

migrations3.html
3Scripting and Environment Variables in AWS ML Instances: https://sagemaker.readthedocs.

io/en/stable/frameworks/sklearn/using_sklearn.html#create-an-estimator
4XGBoost Containers in Sagemaker: https://sagemaker.readthedocs.io/en/stable/

frameworks/xgboost/using_xgboost.html#use-xgboost-as-a-built-in-algortihm
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Figure 1: Flash Flood Prediction Architecture

data to and from the S3 bucket.
Visualization Layer consists of QuickSight to generate graphs based on the dataset

provided. Two visualizations were produced: Merged Dataset with GAN and sensor
data, Actual river level and predictions by both algorithms (15 minutes and 1 hour
respectively).

5 Implementation

The implementation process is also illustrated in Figure 1. The implementation process
can be divided into five parts.

Raw sensor datasets were processed by Athena for data transformation. Three data-
sets were transformed into a single dataset based on timestamp value. AWS Athena
query S3 objects based on SQL syntax. The transformed dataset had a time period of
15 minutes. Based on this dataset, aggregation of the timestamp to 1 hour was carried
out. Average of Wind and Temperature, Sum of Rainfall and Maximum of river level
were calculated. The files were saved to S3.

The transformed datasets with both time periods were provided as an input to Sage-
maker for GAN Generation (Instance 1). The ”CTGAN” library of python was used
to generate GAN data Xu et al. (2019). After Training, one month of GAN data was
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generated for both time periods. The GAN and sensor data were merged into a single
file (referred as ”final datasets”) and saved to S3.

The Random Forest and XGBoost Algorithms were written in Python. Sagemaker
SDK was used to script the algorithm and pass it to Sagemaker ML (Instance 2). The
final datasets were provided as training and testing data with GAN data timestamp
incremented by one month. The dataset was divided in a ratio of 95:5 for training and
testing respectively. River level Prediction was obtained from both algorithms for both
time periods. The test dataset and predictions were saved to S3.

The actual values and predictions were provided to AWS Sagemaker (Instance 3)
wherein the accuracy, efficiency and reliability of the predictions were assessed based on
the flood warning river level provided by the environmental agency. Evaluation in the
form of a table was obtained.

QuickSight imports datasets as per the manifest file provided and generates graphs.

6 Evaluation

XGBoost and Random Forest were successful in predicting river levels. A significant
advantage was to have a stationary target variable (river level), that is, irrespective of
how much the river level value raises, it decreases back to the specific low. This will be
clear from Figure 2 which provides the comparison between sensor data and GAN data
for both time periods.

Figure 2: Comparison between Sensor and GAN data of time period 15 minutes (left)
and 1 hour (right)

The graph to the left shows the comparison between GAN and sensor river level data
(15 minutes). Although the river level raises beyond 9 m, it decreases to around 2 m.
This makes decomposing and understanding the trend easily. The graph to the right
shows the comparison of GAN and sensor temperature data (1 hour). Both graphs show
that GAN and sensor data have a similar distribution of values. The GAN values are not
the same but are close enough to resemble the actual sensor data. GAN not only ensures
a valid distribution of values in a column but also ensures a valid distribution of values
between columns to make sure the dataset seems legitimate.

Random Forest has been utilised widely in the field of flood prediction and has per-
formed efficiently. XGBoost had shown promising prediction ability in many domains
and has not yet been implemented for flood prediction. Both algorithms have accurately
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predicted around 3 days of river level data. Hence, the accuracy, efficiency and reliability
of XGBoost are compared with Random Forest.

6.1 Case Study 1

Figure 3: Comparison between Actual river level and predictions by XGBoost and Ran-
dom Forest of time period 15 minutes

Figure 3 shows the comparison between Actual and predicted river values of both
algorithms for 15 minutes time period. The performance of both algorithms seems re-
markable. The difference in performance between XGBoost and Random Forest is not
evident from the graph. It is assessed in the table below. From the shape of the graph, it
is evident that, although GAN could mimic the distribution of the sensor data but could
not mimic the trend exactly. The smoothness in the graph is missing. Although it is not
an error, GANs ability to mimic the trend smoothly seems to be an area to work on.

6.2 Case Study 2

Figure 4 provides a comparison between actual river level and predictions. Both the
algorithms performed well. In 1 hour time period, XGBoost has performed better than
Random Forest. The gap between actual values and predictions are more evident in 1
hour time period than in 15 minute time period. In Figure 3 XGBoost and Random
Forest graph lines seemed to be overlapping to a greater extent. But in Figure 4, the
distinction between them is clear here.

Influenced by the evaluation technique ( Hagen et al. (2020) and Furquim et al.
(2018)), the R-Square value of both algorithms are calculated. The R-Square value is
calculated to find the extent of fit between two arrays - Greater the value better the fit.
The Evaluation does not base its conclusion based on R-square test but is just verifying
the findings presented by Hagen et al. (2020). As per Hagen et al. (2020), although the
statistical tests indicate that the model is a very good fit, but the hit and miss rates of
the algorithm denotes room for improvement.

Accuracy is the extent of error in the prediction. This is assessed by finding the sum
of the difference between actual and predicted values (can be termed as Prediction Error).
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Figure 4: Comparison between Actual river level and predictions by XGBoost and Ran-
dom Forest of time period 1 hour

Sensitivity/Efficiency in this scenario is assessed based on the number of flood warnings
triggered correctly. An algorithm can be efficient to trigger the flood warning but should
not be erroneous. Specificity/Reliability is assessed based on the number of erroneous
flood warnings triggered. Precision is the number of accurate warnings triggered divided
by the actual number of warnings. Influenced by Furquim et al. (2018), the below table
summarises these details for both algorithms on both time periods.

Sum of Prediction Error (Accuracy): XGBoost: -7.98 Random Forest: 21.58
Highest Prediction Error: XGBoost: 0.38 Random Forest: 0.74

Total Number of Flood Warning Triggers: 103
Total Correct Flood Warnings Triggered (Sensitivity): XGBoost: 102 Random Forest: 94

Total Flood Warnings missed: XGBoost: 1 Random Forest: 9
Total Erroneous Flood Warnings Triggered (Specificity): XGBoost: 0 Random Forest: 0

Precision: XGBoost: 99.03 Random Forest: 91.26
R-Square Score: XGBoost: 99.4 Random Forest: 98.75

Table 1: 15 Minute Time Period

Sum of Prediction Error (Accuracy): XGBoost: -1.86 Random Forest: 24.79
Highest Prediction Error: XGBoost: 1.32 Random Forest: 1.60

Total Number of Flood Warning Triggers: 29
Total Correct Flood Warnings Triggered (Sensitivity): XGBoost: 27 Random Forest: 21

Total Flood Warnings missed: XGBoost: 2 Random Forest: 8
Total Erroneous Flood Warnings Triggered (Specificity): XGBoost: 1 Random Forest: 1

Precision: XGBoost: 93.10 Random Forest: 72.41
R-Square Score: XGBoost: 94.01 Random Forest: 85.75

Table 2: 1 Hour Time Period

The above statistics convey that: Although Random Forest has an exceptional R-
Square score, XGBoost has outperformed Random Forest in Accuracy, Sensitivity, Spe-
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cificity and Precision. Statistical Tests are reliable since XGBoost had a higher score
than Random Forest. But if one judges the performance of algorithms solely based on
R-Square score, it would seem there is no significant difference and both of them have
similar prediction with minor differences. But the above tests have clearly distinguished
the performance between the algorithms. The evaluation can be known as PASS Eval-
uation (Precision, Accuracy, Sensitivity, Specificity).

Predictions are prone to contain errors. It is notable that, the 15-minute prediction
did not contain any erroneous triggers whereas 1-hour prediction had 1 erroneous trigger
by both the algorithms. It possible reason could be that the trend is more clear in 15
minutes time period than in 1 hour time period - For 2 hours: 1 hour time period has
only 2 records but 15 minutes time period has 8 records.

Lastly, Random Forest overestimates while predicting while XGBoost slightly under-
estimates while predicting (Based on Accuracy factor).

6.3 Discussion

The stationary trend of the river level data assisted in better performance of the al-
gorithms. Although both the algorithms were efficient, XGBoost has outperformed Ran-
dom Forest. It can be concluded that the design enabled meeting the objectives of the
research.

Only Furquim et al. (2014) ( Furquim et al. (2018)) and Hu et al. (2019) have worked
on flash flood detection. Hu et al. (2019) had used geospatial data and the rest while
Furquim et al. (2014) ( Furquim et al. (2018)) used numerical dataset. These works
had taken only a short period of data for training and hence could predict only a short
period of time ahead. Du et al. (2019) had highlighted the use of multiple features and
a suitable time period to enable flash flood prediction. But Hagen et al. (2020) used a
time period of 6 hours (which is smaller than many of the previous works of 24 hours)
and accurately predicted floods for 10 days.

By considering all possible features like rainfall, temperature and wind and implement-
ing XGBoost to predict river level with a time period of 15 minutes, makes the research
unique. Evaluation of algorithms based on the PASS technique shows that model effi-
ciency should not be decided solely on the outcome of statistical tests like R-square. The
outcome of the Statistical tests was not wrong but the interpretation solely based on
them is not sufficient. The Evaluation methodology followed by Furquim et al. (2018)
needs to be done in case of gauging the algorithm thoroughly.

But there are potential improvements that can be implemented on the design. Neural
Networks are efficient to understand the underlying relationship and predict accurately.
The number of Features and hyperparameter values greatly influence the performance
of Neural Networks ( Memon et al. (2019)). Due to time and complexity issues, Neural
Networks were not implemented for predicting flash floods.

It can be clear that: A bigger dataset (greater extent of historical data) will ensure
the model can perform efficiently even if the behaviour of river level changes in the
future. As informed earlier, this dataset is ideal for flash flood prediction since flash flood
warnings were predicted efficiently. This data source was considered for the research since
other sources of data either did not contain all these features, had a greater time period
(typically 24 hours) or not accessible publicly.

As discussed by Hagen et al. (2020) and Hu et al. (2019), With an increasing number
of days with a small time period, there will be instances wherein the change in river level
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is minimal. These records distort the relationship between the dependent variable (river
level) and predictor variables. Dropping those rows and carrying out Data assimilation
on the dataset has been suggested as the solution for this issue. Hagen et al. (2020)
utilised Ensemble Forecast Data which enabled him to predict flood levels beyond one
week.

Implementation of flash flood prediction with Neural Networks with a bigger dataset is
essential future work. It is noteworthy to utilise data assimilation technique and Ensemble
forecast data.

Based on the AWS Sagemaker ML endpoint, Lambda can be configured to invoke the
endpoint with the input of dependent variables to get the prediction. Hence a website can
be developed and configured to get flood prediction. It was considered in the research,
but due to a recurrent error during implementation, it was dropped.

7 Conclusion and Future Work

Flash Floods have been a threat to biodiversity due to their unpredictable nature. Due to
the changing climate and infrastructure, flash floods are expected to increase in frequency
and intensity. Implementation of XGBoost based on a smaller time period to predict flash
floods had not been implemented yet. XGBoost and Random Forest were able to perform
better than Neural Networks in some instances.

In this paper, XGBoost and Random Forest were implemented to predict flash floods
based on 15 minutes and 1 hour time period. Various features like rainfall, temperature
and wind were considered. XGBoost has outperformed Random Forest in all aspects
although both the algorithms accurately predicted the river level data for about 3 days.
This paper also highlights that the Evaluation of algorithm should not be solely based on
Statistical Tests like R-Square. Statistical Tests are reliable but the factors considered
for evaluation in this paper not only makes the assessment clear but also easier. The
GANs ability to resemble the smoothness of the trend seems to be a research area.

”Flash Flood Prediction based on 50 days of Historical data by consider-
ing all dependent features like rainfall,temperature & wind and obtaining 3
days of river level prediction with 15 minutes and 1 hour time period using
XGBoost” marks the uniqueness of the research. Flash flood prediction using Neural
Networks with a bigger dataset is an essential future work.
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