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1 Methodology

This project uses an Agile Methodology. In this method, only the particular sprint that
requires change is taken into account, and the desired change is done in that particular
sprint alone, rather than changing every step of the project. This makes the whole process
effective from the very beginning. The agile methodology used in this project is explained
as below:

e The first sprint creates a network interface. It checks if the network interface is
working.

e Then, it checks if the application is present in the cloned VM. For a new VM to be
created, a request is sent to Microsoft. It takes up to 6 minutes for Microsoft to accept the
request and create a VM. During this process, the request waits in a loop while checking
if the VM is available.

e When this process is completed, an IP address is allotted to the VM.

e Once this IP address is created, the same IP address becomes available in the
endpoint in the traffic manager.

e The traffic manager acts as a load balancer here.

e Once this process is completed, the old VM and the Disk of the VM, network
interface are deleted.

e This ensures that the cloning process of the VM is completed.

e Then, a new set of alerts are created for the new VM that is cloned.

e The usual process is that when there is a change in the load given to the CPU, an
alert is automatically triggered in the Azure platform so that the machine is upgraded
or downgraded. But as this project is using agile methodology, even before the actual
process starts, a manual trigger is created once, to check if the process is working.

Now, the step by step explanation of this research project is given below.



2 Authentication

First step is Authentication for this Research project. In Azure active directory, app
registration is done. The name of the app used here is Makeshift CrossScaleApp.

Home >

App registrations = X
—+ New registration @ Endpoints f Troubleshooting i/ Download (Preview)  Got feedback?

@ Welcome to the new and improved App registrations (now Generally Available). See what's new and learn more on how it's changed. =

@ starting June 30th, 2020 we will no longer add any new features to Azure Active Directory Authentication Library (ADAL) and Azure AD Graph. We will continue to provide technical support and security updates but we will no

All applications Owned applications  Applications from personal account

[ A Start typing a name or Application ID to filter these results

Display name Application (client) ID Created on Certificates & secrets
MakeshiftCrossScaleApp 113d8427-fd36-49ea-b00f-2415f8a334f4 6/24/2020 @ Current

Figure 1: App Registration

This app consists of Application ID and Directory ID.

Home > Default Directory | App registrations >

iz MakeshiftCrossScaleApp » X

[}3 Search (Cmd+/) ‘ « Ti] Delete @ Endpoints

B overview N .
@ Got a second? We would love your feedback on Microsoft identity platform (previously Azure AD for developer). =

4 Quickstart

Display name pp [Ia) Supported account types  : My organization only

# Integration assistant (preview)

Application (client) ID : f13d8427-fd36-49ea-b00f-2415f8a334f4 Redirect URIs : Add a Redirect URI
Manage Directory (tenant) ID : 50a73fa1-f500-449b-ac88-39beb9788781 Application ID URI : Add an Application ID URI
= Branding Object ID : 580fa26c-1053-40c1-8adc-28bec61e89ba Managed application in I... : MakeshiftCrossScaleApp
A

3 Authentication

Figure 2: MakeshiftCrossScaleApp



In this application, an application secret key is created. This key is used for authen-
tication process in the code level.

Home > Default Directory | App registrations >

MakeshiftCrossScaleApp | Certificates & secrets = >
[ £ search (cmd+ | « < Gotfeedback?
B Overview
Certificates
& Quickstart

Certificates can be used as secrets to prove the application’s identity when requesting a token. Also can be referred to as public keys.
# Integration assistant (preview)

$ Upload certificate
Manage

Thumbprint Start date Expires
= Branding

2 Authentication No certificates have been added for this application.

Certificates & secrets
!I' Token configuration

Client secrets
-2~ APl permissions

A secret string that the application uses to prove its identity when requesting a token. Also can be referred to as application password.
@ Expose an API

~+ New client secret

Owners
& Roles and administrators (Prev... Description Expires Value
I Manifest MakeshiftCrossScale Key Value 6/24/2021 O *ktskssnionsi i}
SecretKey 6/26/2021 YUk RS m

Support + Troubleshooting

Figure 3: MakeshiftCrossScaleApp Secret Key

3 Configuration Setup

Traffic manager is also known as Load balancer, which acts as a gateway to manage the
varying workloads.

Home > Traffic Manager profiles >

Traffic Manager pr... <« Q MakeshiftCrossScale = X
Default Directory Traffic Manager profile
+ Add €83 Manage view - [2 bearch cmd+/ ] « [> Enable profile ) Disable profile () Refresh —> Move il Delete profile
l Filter by ‘ & Overview Resource group (change) DNS name
iiter by name.. g MakeshiftCrossScaleRG http://makeshiftcrossscale.trafficmanager.net
Activity lo
Name vied Status Monitor status
Access control (IAM Enabled Degraded
@ MakeshiftCrossScale had £ cess control ( )
Subscription (change) Routing method
¢ Tags Azure subscription 1 Priority
2 Diagnose and solve problems Subscription ID
8c1bbe71-fda1-43c5-bfa6-1df9610a9612
Settings
Tags (change)
& Configuration Click here to add tags

»

@ Real user measurements

lp Search endpoints

@ Traffic view
. Name Ty Status Ty  Monitorstatus 1Ty Type 1y Priority [N
@ Endpoints
m . MakeShiftIP Enabled Degraded External endpoint 1
1" Properties
E| Locks
¥4 Export template

Figure 4: Traffic Manager Profile



Traffic manager is pointing to the static IP address which is 52.152.142.112. Whenever
there is an IP change, traffic manager updates the IP according to the priority.

Home > Traffic Manager profiles > MakeshiftCrossScale >

MakeShiftIP

MakeshiftCrossScale
H Save >< Discard ]E Delete

Status

Disabled L]

Monitor status
Online

Type
External endpoint

Target *
[ s2.152.142.112 |

Priority *
[ \

Custom Header settings

Figure 5: Traffic manager endpoint

After the creation of the traffic manager, this is the only resource in the resource
group. [[] (Rohinkoul (n.d.))

Home > Traffic Manager profiles > MakeshiftCrossScale >

() MakeshiftCrossScaleRG = X

Resource group

O Bearch (Cmd-+/) « —+ Add == Editcolumns il Delete resource group () Refresh —> Move ' Export to CSV D Assigntags ] Delete ' Exporttemplate | < Feedback

[ Overview Subscription (change) : Azure subscription 1 N Deployments : 1 Succeeded
Activity log Subscription ID : 8c1bbe71-fda1-43c5-bfa6-1df9610a9612

fa. Access control (IAM) Tags (change) : Click here to add tags

® Tags A

Events Type==all X  Location==all X o Addfiter
Settings Showing 1to 1 of 1 records. [_] Show hidden types © No grouping ~

& Quickstart ] Name © Type Ty Location Ty
o -

& Deployments [J @ MakeshiftCrossScale Traffic Manager profile global

= Policies

Figure 6: MakeshiftCrossScaleRG

Thttps://docs.microsoft.com /en-us/azure/traffic-manager /traffic-manager-overview



These are static IP addresses which are being used by the VM, whenever there is a

cloning process.

Home >
Public IP addresses = X
Default Directory
+ Add == Editcolumns (D Refresh | & Assign tags

ptions: Azure subscription 1
[ Filter by name... | [ Allresource groups ~ | [ Alllocations v | [ Alltags ~ | [ No grouping ~
3items
[ Name 1ty Resource group T, Location Ty, Subscription T,
[ B AppHosting-ip MakeshiftCrossScaleRG East US Azure subscription 1 .
[ B Makeshift-1p-1 MakeshiftCrossScaleRG East US Azure subscription 1
(] B MakeShift-Ip-2 MakeshiftCrossScaleRG East US Azure subscription 1 .

Figure 7: Public IP addresses

52.188.168.121 is the first static IP address.
Home > Public IP addresses >
Public IP addresses « = MakeShift-IP-1 = X

Default Directory

+ Add == Edit columns

Public IP address

[0 search €md+) | «

‘ Filter by name.

‘ = Overview

[ Name v
D = AppHosting-ip
[J B2 Makeshift-1p-1

O B Makeshift-1p-2

& Activity log
g,q Access control (IAM)
® Tags
. Settings
& Configuration
'I' Properties
ﬂ Locks

B2 Export template

Monitoring

Figure 8: MakeShift-1P-1

@ Associate X Dissociate —> Move

Resource group (change)
MakeshiftCrossScaleRG

Location
East US

Subscription (change)
Azure subscription 1

Subscription ID
8c1bbe71-fda1-43c5-bfa6-1df9610a9612

Tags (change)
Click here to add tags

Tl Delete O Refresh

SKU
Basic

IP address
52.188.168.121
DNS name

Associated to
MakeShift-NI11

Virtual machine
MakeShift-VvM-11



52.152.142.112 is the second static IP address.

Home > Public IP addresses >

Public IP addresses <« = MakeShift-IP-2 = X
Default Directory Public IP address
<+ Add == Edit columns - |/'7 Search (Cmd+/) | « @ Associate < Dissociate —> Move i Delete O Refresh
‘ Filter by name... ‘ T Overview Resource group (change) SKU
g MakeshiftCrossScaleRG Basic
Activity lo
(] Name 1o Vi Location IP address
D — Ao Access control (IAM) East US 52.152.142.112
AppHosting-i
= ® Tags Subscription (change) DNS name
[ B Makeshift-1p-1 9 Azure subscription 1 N
— ) Settings Subscription ID Associated to
(L 5 makeshit-tp-2 8cTbbe71-fdal-43c5-bfa6-1df9610a9612 -
™~ y .
B Configuration Virtual machine
*I* Properties -
Tags (change)
£ Locks Click here to add tags
%2 Export template N

Figure 9: MakeShift-1P-2

4 Creation of VM and its image

This is the initial VM where the test application is hosted for checking downtime while
up-scaling or down-scaling the VM. Azure subscription 1 and MakeshiftCrossScaleRG is
selected as the Subscription and Resource group in the below image respectively. These
are the mandatory fields that are marked in red asterick.

Home > Traffic Manager profiles > MakeshiftCrossScale > MakeshiftCrossScaleRG > New >

Create a virtual machine

Disks  Networking Management ~ Advanced  Tags  Review + create

Create a virtual machine that runs Linux or Windows. Select an image from Azure marketplace or use your own customized
image. Complete the Basics tab then Review + create to provision a virtual machine with default parameters or review each tab
for full customization. Learn more

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * O ‘ Azure subscription 1 v ‘
Resource group * O ‘ MakeshiftCrossScaleRG v ‘
Create new

Instance details

Virtual machine name * © [ ‘

Region * © [ (Middie East) UAE North v

Figure 10: VM Creation



MakeShift VM is selected as the name of the VM. Any region can be selected for the
Region column. Windows Server 2019 Datacenter is the image of the VM. Any size can
be chosen for VM. Then, Username and Password is created for the user to access the

VM.

Home > Traffic Manager profiles > MakeshiftCrossScale > MakeshiftCrossScaleRG > New >

Create a virtual machine

virwar macnine name ~ | viaestuv v v
Region * © ‘ (Europe) West Europe v |
Availability options © ‘ No infrastructure redundancy required v I N
Image * © [ Windows Server 2019 Datacenter V]
Browse all public and private images
Azure Spot instance (D O Yes ® No
Size* O [ Standard_DS1_v2 - 1 vepu, 3.5 GiB memory (Price unavailable) v
Select size
Administrator account
Username * © l AzureUser ¢l

Password *

Below image consists of all the properties of the existing VM and acts as a backup

[ |

Figure 11: VM Creation

for the cloning process in the future.

Home > Images >

o] MakeShift-image-2 =

Image

| 0 Kearch (Cmd+/)

|<<

¥ overview
E Activity log

fa Access control (IAM)

~+ Create VM @ Delete

NAME
MakeShift-image-2

SOURCE VIRTUAL MACHINE

® Tags MakeShift
Settings OS DIsK
a OS type Source blob URI Storage type Caching
Locks
Windows [ | Premium SSD Read/write

2 Export template
Support + troubleshooting

/@ New support request

DATA DISKS
This image doesn't contain any data disks.

RESOURCE GROUP

MakeshiftCrossScaleRG

LOCATION
East US

ZONE RESILIENCY
Disabled

Figure 12: Image of the VM



5 Scaling up process: Cloning and Deletion of VMs

This is the sample web application hosted inside the VM and the traffic manager points
to this application. Whenever there is a cloning process, this application is used to check
the downtime. To simulate the workload, there is a functionality in the application which
gets activated by clicking the button (Increase CPU % to 80%) in the front-end.

® Not Secure | makeshiftcrossscale.trafficmanager.net w NP %

£33 Apps M Inbox (785) - tany... /A 2020 NEW PORTA... =. Microsoft Office H... ¥ Dashboard @ New Tab /A Allresources - Mi.. /A Home - Microsoft... 4/} thcouriers.scm.az...

Make Shift Cross Scale

IP Address - 52.188.168.121

Manage CPU %

Increase CPU % to 80% «
Decrease CPU % to 20%

Figure 13: Sample web application

The ‘Makeshift Cross Scale Algorithm’ is hosted in the App Service which is the PaaS
solution. It consists of two end-points such as Scale up and Scale down. Whenever the
CPU percentage goes more than 80% or less than 20%, respective alerts are triggered
and the algorithm is called.

@ MakeShiftCs = X
) %2 A
pp Service
[2 bearch (cmd+/) | « f Browse [ | Stop < Swap () Restart [i] Delete \ Get publish profile {2 Reset publish profile
& Overview @ NET Framework 48 is coming to App Service starting in late July 2020 and will complete around late September 2020. Click to lean more and see progresson ~_
. the deployment.
& Activity log
A2 Access control (IAM) Resource group (change) URL
P MakeShiftCrossScaleRG https://makeshiftcs.azurewebsites.net
Tags
9 Status App Service Plan
/2 Diagnose and solve problems Running myAppServicePlan (F1: Free)
. Location FTP/deployment username
O security East US No FTP/deployment user set
Events (preview) Subscription (change) FTP hostname
Azure subscription 1 ftp://waws-prod-blu-087 ftp.azurewebsites windows.net/site/wwwroot
Deployment Subscription ID FTPS hostname
Quickstart 8c1bbe71-fda1-43c5-bfa6-1df9610a9612 ftps://waws-prod-blu-087.ftp.azurewebsites.windows.net/site/wwwroot

Tags (change)

Deployment slots Click here to add tags

»

&% Deployment Center

Figure 14: App Service: MakeShiftCS



When the workload in the CPU reaches more than 80%, and remains for 1 minute.
There is an alert for scaling up and it calls the API endpoint.

44 Metrics X
il e Monitoring

+ New chart () Refresh |2 Share \/ () Feedback \/ : Local Time: Last 30 minutes (Automatic - 1 min... )

CPU (average) &~

Y22 Apply splitting |~ Line chart \/ [, Drill into Logs \ (%) New alert rule <> Pin to dashboard - -

5 Add metric "y Add filter
(KA MakeShift-VM-01, Percentage CPU, Max @ )

100%.

90%

80%

70%

60%
50% >
40%
30%
20%

10%

1:10 1:15 1:20 1:25 1:30 135 UTC+04:00

Percertage CPU (Max)
makeshiftvm-01

87.8500%

Figure 15: CPU Percentage

The alert ‘MakeShift-ScaleUp01’ gets triggered when the CPU % goes greater than
80%.

All Alerts X

+ Newalertrule == Editcolumns  ¢5} Manage alert rules [ View classic alerts +/ Change state ©) Provide feedback

Don't see a subscription? Open Directory + Subscription settings

Subscription * © Resource group © Resource type @ Resource @ Time range ©

[ Azure subscription 1 v | [ 2selected v | [ 9selected v v | [ past 24 hours v
Monitor service © Monitor condition @ Severity Alert state Smart group id ©

[ 0 selected v | [ 2selected v [sevs v | [ 3selected v | [ smart group id ]

Selected subscriptions > Selected resource groups

All alerts  Alerts by smart group (preview)

@ Action rules (preview) allows you to define actions at scale as well as suppress actions. Learn more about this functionality here

[0 search by name (case-insensitive)

Name Ty Severity 14 Monitor condition 7y Alert state 1y Affected resource ™y Monitor service Signal type Fired time 4 Subscription
[J Makeshift-ScaleUp0t | sev3 A Fired New Il makeshift-vm-01 Platform Metric 8/4/2020, 1:36 PM Azure subscription 1
[ Makeshift-caleUp11 | sev3 A Fired New Il makeshift-vm-11 Platform Metric 8/3/2020, 7:42 PM Azure subscription 1
[ Makeshift-ScaleDown11 | sev3 A Fired New Il makeshift-vm-11 Platform Metric 8/3/2020, 7:32 PM Azure subscription 1

Figure 16: Alerts Triggered



This is the resource group named ‘MakeshiftCrossScaleRG’. As the cloning process
starts, the name of the new VM and its resources namely network interface and disk are
added in the resource group.

1 MakeshiftCrossScaleRG = X

“ Resource group

£ Search (Cmd+/) « + Add

dit columns [l Delete resource group () Refresh —> Move ' Exportto CSV 5 Open query ? Assigntags [i] Delete \ Export template

() Overview Subscription (change) : Azure subscription 1 Deployments : 2 Failed, 10 Succeeded
Activity log Subscription ID  8c1bbe71-fdal-43¢5-bfab-1df9610a9612
fa. Access control (IAM) Tags (change) : Click here to add tags
® Tags S
Events Filter by name.. | Type == (all) X Location == (all) X T Add filter
Settings Showing 1 to 22 of 22 records. [ Show hidden types © No grouping v | | List view v
& Quickstart [ Name * Type Ty Location Ty,
2, Deployments |_J B3 Makeshift-IP-2 Public IP address East US
Policies [ & Makeshift-Nio1 Network interface East US
25 Pproperties O & Makeshift-Ni11 Network interface East US
£ Locks O @ Makeshift-nsg Network security group East US
1 Export template [ BA Makeshift-vm-01 Virtual machine East US
= ift-VM- Virtual machi East US
Cost Management [ BA Makeshift-vm-11 irtual machine as
. [0 @ MakeshiftCrossscale Traffic Manager profile Global
& Cost analysis
[71 4> MakeshiftCrossScaleRG-vnet Virtual network East US

B Cost alerts (oreview)

Figure 17: MakeshiftCrossScaleRG during cloning

The below image contains the information of the old VM, while the cloning process
is taking place.

1 MakeShift-VM-01  » X

Virtual machine

O Search (Cmd-+/) « & connect [> start C Restart [ ] Stop & Capture [i] Delete () Refresh [ Share to mobile

K3 overview Resource group (change) : MakeshiftCrossScaleRG Operating system : Windows (Windows Server 2019 Datacenter)
Activity log Status : Running Size + Basic A1 (1 vcpus, 1.75 GiB memory)
ﬂg Access control (IAM) Location : East US Public IP address 1 52.152.142.112
Subscription (change)  : Azure subscription 1 Virtual network/subnet : rossScaleRG-vnet/default
® Tags
Subscription ID : 8c1bbe71-fda1-43c5-bfa6-1df9610a9612 DNS name : Configure
¢/ Diagnose and solve problems
Tags (change) : Click here to add tags
Settings S

2 Netwnrkina

Figure 18: Old VM during cloning
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The below image shows the creation of the new VM, while the cloning process is going

on. [ (Rloutlaw1] (n.d.))

Home >

K1 MakeShift-VM-11  »

Virtual machine

0O Search (Cmd-+/) « & Connect start: C Restart [] Stop & Capture [ii] Delete | () Refresh | ] Share to mobile
2 Overview Resource group (change) : MakeshiftCrossScaleRG Operating system : Windows
Activity log Status : Creating size  Basic A2 (2 vepus, 3.5 GiB memory)
pR Access control (IAM) Location : East US Public IP address 1 52.188.168.121
P Subscription (change) ~ : Azure subscription 1 Virtual network/subnet : MakeshiftCrossScaleRG-vnet/default
ags
Subscription ID : 8clbbe71-fda1-43¢5-bfa6-1df9610a9612 DNS name : Configure
/2 Diagnose and solve problems
Tags (change) : Click here to add tags
Settings S

Figure 19: Creation of new VM during cloning

This is the sample application which points to the IP address 52.152.142.112, and
while the cloning process is going on the sample web application is up and running
without any downtime. This confirms that the VM being cloned is running.

Make Shift Cross Scale

IP Address - 52.152.142.112

Manage CPU %
Increase CPU % to 80%
Decrease CPU % to 20%

Figure 20: Sample application during cloning

Zhttps://docs.microsoft.com/en-us/rest/api/compute/virtualmachines /createorupdate
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The cloning of the MakeShift-VM-11 is completed with the new scaled up size of the
VM .i.e., Basic A2 and it’s in the running mode.

K2 MakeShift-VM-11  »

Virtual machine

© Search (Cmd-+/) « & Connect [> start C' Restart [ ] Stop (@ Capture [i Delete [J Share to mobile

B3 overview Resource group (change) : MakeshiftCrossScaleRG

Operating system : Windows
Activity log Status : Running Size  Basic A2 (2 vcpus, 3.5 GiB memory)
pﬂ Access control (IAM) Location : East US Public IP address 1 52.188.168.121
P Subscription (change) ~ : Azure subscription 1 Virtual network/subnet : MakeshiftCrossScaleRG-vnet/default
ags
Subscription ID : 8clbbe71-fda1-43¢5-bfa6-1df9610a9612 DNS name : Configure
/? Diagnose and solve problems
Tags (change) : Click here to add tags

Settings

 Nahunrking

Figure 21: New cloned VM

When the old VM gets deleted, the resources associated with it such as network
interface and disk are also deleted. This is done in order to avoid any unnecessary
utilization of resources. [f| (Rloutlaw] (n.d.)).

K3 MakeShift-VM-01 =

Virtual machine

0 Search (Cmd+/) « & Connect [> start ¢ Restart [ ] Stop & Capture [i] Delete | (D Refresh | [ Share to mobile

K2 overview Resource group (change) : MakeshiftCrossScaleRG

Operating system : Windows
B Activity log Status : Deleting Size  Basic A1 (1 vepus, 1.75 GiB memory)
S Access control (AM) Location  EastUS Public IP address 1 52.152.142.112
P Subscription (change)  : Azure subscription 1 Virtual network/subnet : MakeshiftCrossScaleRG-vnet/default
ags
Subscription ID  8c1bbe71-fdal-43c5-bfa6-1df9610a9612 DNS name : Configure
» p 9
Diagnose and solve problems

Tags (change) : Click here to add tags
Settings

Figure 22: Deletion of the Old VM

3https://docs.microsoft.com/en-us/rest/api/compute/virtualmachines/delete
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The cloning of the VM is completed and now the downtime of the application is also
eliminated. The traffic manager points out to the new cloned VM’s IP address .i.e.,
52.188.168.121. The sample application is hosted in the new cloned VM.

< C (@ Not Secure | makeshiftcrossscale.trafficmmanager.net

32 Apps M Inbox (785) - tany.. /A 2020 NEW PORTA.. B% Microsoft Office H.. n Dashboard @ NewTab /A All resources - Mi..

Make Shift Cross Scale

IP Address - 52.188.168.121

Manage CPU %

Increase CPU % to 80%
Decrease CPU % to 20%

¥ NP

/A Home - Microsoft... 44 thcouriers.scm.az.. /A Web App - Micros...

Figure 23: New IP address of the cloned VM

Lastly, after the cloning of the new VM and the old VM’s deletion with its resources,
this is how the resource group looks like.

| |MakeshiftCrossScaIeRG b

Resource group
[0 searchcmd+y | «
(4 Overview
Activity log
A9 Access control (IAM)
® Tags
Events
Settings
Quickstart

Deployments

0>

Policies

Properties

[0

Locks

2 Export template
Cost Management

& Cost analysis

B3 Cost alerts (preview)

D pdean

The results obtained from this project are:

—+ Add == Edit columns [il] Delete resource group | () Refresh | = Move L Exportto CSV <5 Open query

Subscription (change) : Azure subscription 1

Subscription ID : 8c1bbe71-fda1-43c5-bfa6-1df9610a9612

Tags (change) Click here to add tags

Filter by name. Type == (all) X Location == (all) X

Showing 1 to 19 of 19 records. [_] Show hidden types @
[ Name *

L) BB Makeshift-Ip-2

O @ Makeshit-NIT1

[ & Makeshift-nsg

[ BA Makeshift-ym-11

[ @ MakeshiftCrossScale

[ 4> MakeshiftCrossScaleRG-vnet

[ = makeshiftcrossscalergdia

[1 @ MakeshiftCrossScaleVM1-nsa

Page | 1 v |of1

Figure 24: Updated Resource Group

- Downtime is eliminated.
- Cloning time of the VM in average is 8.8 minutes approximately.
- Deletion of the old VM and its resources takes place in 4.5 minutes approximately.

T Add filter

13

D Assigntags i Delete ¥ Export template

Deployments : 2 Failed, 10 Succeeded

Type Ty
Public IP address

Network interface
Network security group
Virtual machine

Traffic Manager profile
Virtual network
Storage account

Network security aroup

No grouping ~ | [ List view v

Location ™y

East US
East US
East US
East US
Global

East US
East US

East US
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