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Evaluation of Intrusion Detection System based on 

Gaussian Mixture and K-Means Clustering with 

Random Forest Classifier 
Bivor Pradhan 

x19121423 
 

 
Abstract 

During the recent years there has been a sharp increase in the number of internet users which has 

consequently increased the data transmitted through the network. As the network continue to scale to the 

rising demand, they have become vulnerable to frequent attacks from malicious actors. Timely detection 

and mitigation of such threat is vital and necessary to maintain a stable and safe environment. Intrusion 

detection system (IDS) play a vital role in the detection of such attacks from external sources. Various 

approaches have been proposed and deployed to develop an efficient and effective IDS. Yet the 

developing a perfect IDS is still a challenge with the advanced attack strategies that create novel types of 

attacks. This paper explores the combination of unsupervised and supervised machine learning algorithms 

in developing an effective IDS with low false alarm rate. Performance metrics such as Accuracy, False 

Alarm Rate, Detection Rate, Precision and F1 score are considered to evaluate the results.   

Keywords: IDS, K-Means Clustering, Gaussian clustering, Random Forest  

 

1. Introduction 
 

During the last two decades has seen a huge increase in the growth in use of internet enabled 

devices. This has led to the rapid expansion of network and consequently the data transmitted 

through these networks. In a recent report Cisco [1] has predicted that the number of internet 

connected smart devices will double between 2017 and 2022 which will cause the network traffic 

to increase by five times. With the ever-expanding network, intrusion attacks have become far 

more common and poses a risk to the security. Recently high-profile cyber-attacks include the 

Sony data breach 2014 [2], hack on Ukrainian power grid in 2015[3], GitHub DDoS Attack 

2015[4] and Dyn DDoS Attack 2016[5] to list a few. 

Bace and Mell[6], defined the intrusions as “attempts to compromise the confidentiality, integrity, 

or availability of a computer or network, or to bypass the security mechanisms of a computer or 

network”. In this context an Intrusion Detection System (IDS) are an essential defense against the 

intrusion to ensure the data integrity, confidentiality and availability. The concept of IDS was first 

introduced by James Anderson [7] where a threat classification model to develop a security 

monitoring system was presented. Bearing in mind the current state of network security, intrusion 

detection has evolved into an important area of research and development.  

Over the years numerous IDS have been proposed and developed. An effective and efficient IDS 

should process the and identify malicious incursions in the network without having a negative 

impact on the performance. Earlier IDS developed were signature based with set of predefined 

rules that required constant updates to the signature database. The network traffic is compared 
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against the known attack signatures to identify intrusions. If a new type of attack is discovered, 

then a manual updating of the signature database is required. The drawback of these signature 

based also known as misuse-based IDS was the failure to detect new types of attacks when the 

attack signatures were not updated. The other type of IDS developed is the anomaly-based 

detection which identify outliers which are events that are not normal. Anomaly based IDS could 

identify new attacks but had a high false positive ratio which means that events that are normal 

were also classified as an attack. This thus reduced the efficiency of the anomaly-based IDS.  

Data Mining is an analytical process of discovering patterns in large datasets. This method can be 

used to generate normal and abnormal patterns and can be useful in building classifiers for 

detecting the attacks. Using Machine Learning algorithms, patterns can be learned and used to 

make predictions. Misuse and anomaly detection have been developed using these methods. In 

misuse detection the instances in the dataset are labelled as ‘normal’ or ‘intrusion’ and machine 

learning algorithms are trained. The models can retain the knowledge and are able to make 

predictions based on the signatures created by the learning algorithms. This misuse detection 

technique has higher levels of accuracy in detecting known attacks and their variations. However, 

these models are unable to detect attacks when it is has not been trained earlier. In anomaly 

detection the models are trained to build a pattern of normal and abnormal behavior, when there 

are any deviations the model can detect it as an attack or flag the event as a suspect to be reviewed 

later. These systems too have a high false alarm rate. The recent approaches have been to include 

both the systems into an intrusion detection model combining the accuracy of misuse detection 

and detecting new attacks of anomaly-based models. Use of Data Mining techniques and Machine 

learning algorithms can enhance the efficiency and effectiveness of the IDS.   

 

2. Related Work 

2.1 Intrusion Detection System 

An Intrusion detection system examines the network traffic and classifies the data as potentially 

harmful or normal activity. Previously this detection was done by a manual review of the network 

traffic by analyst but as the traffic grew and became more complex, the activity turned out to be 

cumbersome and ineffective. A misuse detection approach was developed which had a predefined 

set of rules and patterns for malicious activities. Over the years this approach was obsolete when 

the attacks matured in complexity and volume. Data mining approach was brought in to resolve 

the processing of the large volume of data. Machine learning models with supervised learning 

approaches were used but unfortunately this approach was deemed narrow as it could not detect 

attacks with false positive rate. More recently, unsupervised or hybrid approaches are becoming 

more popular in developing intrusion detection systems. These approaches have a major advantage 

of detecting unknown attacks [8] and traditional supervised methods perform well with known 

attacks. Hence combining these two approaches may possibly have a high detection rate as well as 

a low false positive rate. The clustering process in unsupervised learning is much more feasible 

and economical to process the large and mixed data in network traffic logs generated by different 

systems[9].  

Extensive research has been done on IDS with different Machine Learning algorithms and those 

works the following techniques: Support Vector Machines (SVMs) [10],[11], Artificial Neural 
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Networks [12], [13], Fuzzy Logic [14], Bayesian Networks [15] [16], Decision Trees [17], [18], 

[19], Random Forests [20], [18], [21], Clustering [22]. [23] and ensemble of methods [24], [25]. 

 

2.2 Machine Learning Algorithms  

K-Means clustering 

K-means is an unsupervised learning algorithm used for clustering. A center k is defined for each 

cluster and the placement of the center determines the result. The center should be placed as far 

from each of the clusters to get a better result. This is followed by taking each data point from the 

set and associating it with the closest center[26]. 

Clustering or cluster analysis is an unsupervised machine learning technique of grouping data 

objects based on their similarity. Unsupervised learning approach in intrusion detection has the 

advantage of recognizing various attacks without manual intervention[27]. The focus nowadays of 

several methods using clustering in enhancing the anomaly detection rate has been to reduce the 

false alarm rate of the several drawbacks of the current methods. 

Elbasiony et al.[28] combined both the Random Forests and weighted k-means in their approach 

for misuse and anomaly detection. The approach had two phases – an online and offline. During 

the online phases the network data was compared with the predefined signatures using Random 

Forest, if there were no matches found then the data was sent to the offline module where k-means 

was used to determine if it was a new type of attack or normal data. If the data was deemed to be 

an attack, then it would be added to the misuse database as an attack signature.  

The hybrid model introduced by[28], [29] that combined Random Forest and weighted K-Means 

improved detection rate of new intrusions encoding rules and detecting novel intrusion. The model 

used weighted K-Means algorithm for clustering and was able to achieve better detection rate but 

returned a higher false positive rate.  

Tahir in 2015 et. al.[30] improved on the detection rate and false positive rate by using a hybrid 

model that combined K-Means for clustering and  Support Vector Machine (SVM) for 

classification. Tahir in 2016 then improved further on their previous results when they proposed 

another hybrid model using K-Means Clustering with discretization technique and Naïve Bayes 

Classifier. The outcome of both K-Means clustering with NB classifier and K-Means clustering 

with discretization technique and NB classifier was compared, the first technique had higher 

detection rate and the latter had lower false positive rate and was more efficient as it required 

considerably less time for execution.  

 

Gaussian Mixture Clustering 

Gaussian mixtures: Gaussian mixture models (GMMs) represent the density of input data as a 

mixture of Gaussian distributions and is widely used for clustering.  

H. Om and T. Hazra[31] in their study on statistical techniques used for anomaly intrusion 

detection system had Gaussian Mixture as one of them. They used this model to automatically 

estimate the parameters of the data and it had the advantage of estimating it accurately even when 

the clusters overlapped considerably. This combined with the use of confusion matrix increased 

the accuracy of detection rate to 97.5% and lowered the false alarm rate to 1.5%.  
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Bahrololum and Khaleghi [32]proposed a novel network intrusion detection system named 

Hierarchical Gaussian Mixture Model (HGMM). Their model used Gaussian probability 

distribution functions to learn patterns of normal and intrusive behavior and maximum likelihood 

in detection phase to analyze the deviation between current and reference behavior. The results 

were compared with other classification techniques where the model performed better in lowering 

the false alarm rate 

The datasets used for learning have highly imbalanced distribution of attack class types. This 

imbalance of class in intrusion detection dataset reduces the classifier’s performance for marginal 

classes. To improve the detection rate of minority classes in large datasets, proposed a novel 

method which combined Synthetic Minority Over-Sampling Technique (SMOTE) and under-

sampling for clustering based on Gaussian Mixture Model (GMM) [33]. A six layered 

Convolutional Neural Network (CNN) was used for classification. K-Means clustering randomly 

selects the cluster center whereas Gaussian mixture selection is more average and can find clusters 

of different sizes with a stable performance. Further for evaluation metrics they considered 

additional performance indicators Recall, Precision and F1 score. This model had a very high DR, 

Precision and F1 score of 99.85%, 99.88% and 99.86% respectively.  

Random Forest Classification 

Developing an intrusion detection system involves training the system on datasets. These datasets 

come with challenges of their own. The datasets have a large amount of data, features, different 

categorical and continuous features. Moreover, these datasets a highly dimensional and 

imbalanced – malicious data form a minority part of the dataset and further different types of 

malicious data form a minority of that malicious data. Additionally, the IDS developed should 

have a high detection rate and lower false positive rate [34].  When we compare with other machine 

learning models Random Forest Models have the advantage of lower training time and faster 

prediction[34], can handle imbalanced datasets better [35] and can also handle with categorical 

and continuous features. The previous comparative study and analysis carried out by [36], [37], 

[38] and [39] highlight these advantages and indicate better performance over other machine 

learning models. 

Random forests or random decision forests are an ensemble learning method for classification and 

regression that operate by compounding of decision trees. The output predicted is a majority for 

classification and average for regression. Random decision forests correct the overfitting of 

training sets done by decision trees [34]. Zhang and Zulkernine [19] was the first to propose a 

Random Forest approach for intrusion detection. Random Forest was used as a classifier which 

trained on a labelled dataset of normal and attack. The KDD99 dataset used for the training is a 

highly imbalanced dataset and use of weights was proposed to increase the detection of minority 

classes. They were able to reduce the error rate in the balanced dataset was 0.05% compared to 

1.92% in the imbalanced dataset. Malik et al. [21] used Symmetrical Uncertainty (SU) and Particle 

Swarm Optimization (PSO) technique for feature selection and the Random Forest model for 

classification in their intrusion detection system. Working with the KDD99 dataset with only one 

feature, the model had a detection rate of 99.92% and a false positive rate of 0.029%.  In their 

comparative analysis of SVM stacked with other classifiers Chand et al. [40]the stacking of SVM 

and Random Forest provided the best accuracy of 97.7% as compared to the other models. Using 

Symmetrical Uncertainty for feature selection and Random Forest for classification Farnaaz and 

Jabbar  [41]an accuracy of 99.63 was achieved. Stefanova and Ramachandran [42] proposed a 
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simple statistical learning procedure which had four stage intrusion detection system. It had a two-

stage classifier where the Random Forest was used as a first stage to classify the traffic into 

“normal” and “attack” and the second classifier using partial decision tree only if the first classifier 

detected attack. The model was static but was able to have a high accuracy while being simple at 

the same time.  

 

2.3 Dataset 
The main publicly available datasets used for intrusion detection are DARPA98, KDD99 and NSL-

KDD. DARPA98 [43] was created by the Cyber Systems and Technology Group of the 

Massachusetts Institute of Technology Lincoln Laboratory for network security analysis [44]. It 

was extensively used and criticized by researchers for its synthetic addition of attacks and normal 

traffic, which lead to redundancies [34].  KDD99 [45] is the most widely used dataset and was 

created on the basis of DARPA98 which unfortunately lead to the inheritance of the issues of the 

former dataset [34]. It had statistical issues which degraded the evaluation of anomaly detection 

and this in turn impacted the performance of the intrusion detection system. The KDD99 dataset 

had a huge amount of redundant data about 78% in the train and 75% in the test dataset. This led 

to bias in the machine learning algorithm [46]. In this dataset the traffic is labelled into five major 

categories that are Normal, Probing, Remote to Local (R2L), User to Root (U2R), and DOS 

attacks.  NSL-KDD [47] was proposed by Tavallaee et. al [48] when they performed a thorough 

analysis of the KDD99 dataset. NSL-KDD is an enhanced version of KDD99 dataset which 

consists of selected records of the complete dataset to eliminate the redundancy issue [44]. The 

labelling of the traffic is same as that of KDD99 dataset.  

 

3. Research Methodology 
 

3.1 Dataset Description 

For this research NSL-KDD [47] dataset has been used which is a publicly available data set. 

This dataset is more widely in use nowadays by researchers to study intrusion detection 

systems. The NSL-KDD dataset has the following advantages [46]: 

• Absence of redundant data in the training set so that it does not results in a bias 

• Absence of duplicate records in the testing set to eliminate the performance bias of the 

machine learning algorithms  

• Selection of records from each group are in inverse proportion to the total records in the 

KDD dataset. This will lead to different machine learning algorithms to have different 

classification rates and the most efficient algorithm can be evaluated 

• The dataset already has a pre-separated train and test dataset which has an acceptable 

volume of records which makes it feasible to run the experiments. This will produce much 

more consistent and comparable results.  

 

NSL-KDD contains a pre-separated training set “KDDTrain+.txt” and a test set 

“KDDTest+.txt”. There are 41 features in the data set. The connections have a label of 

“normal” or “attack”. The attacks fall in the following four categories- DoS, Probe, R2L and 

U2R.  
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• DOS: denial-of-service is an attack where the attacker makes the machine or the network 

unavailable to the legitimate users by disrupting the service. 

• R2L: remote to local is an attack where the attacker gains unauthorized access to the 

machine to send data packets by exploiting the vulnerabilities. 

• U2R:  user to root attack is when the attacker gains unauthorized access as a root 

administrator. 

• Probe: probing attack is a surveillance to gather information about the machine or the 

network  

DoS Probe R2L U2R 

 apache2  ipsweep   ftp_write  

 

buffer_overflow  

back  mscan  

 

guess_passwd   httptunnel  

 land  nmap   imap   loadmodule  

 mailbomb  portsweep   multihop   perl  

 neptune  saint   named   ps      

 pod  satan   phf  rootkit  

 

processtable     sendmail   sqlattack  

 smurf    

 

snmpgetattack   xterm': 'U2R' 

 teardrop     snmpguess    

 udpstorm     spy    

     warezclient    

     warezmaster    

     worm    

     xlock    

     xsnoop    

 

Table 1: Major attacks in both training and testing dataset 

 

3.2 Loading and Extraction of Dataset  

The training set “KDDTrain+.txt” and test set “KDDTest+.txt” are loaded for extraction. Later the 

training set will be further split into 80% train and 20% cross validation set. Mapping of the various 

attack types to the four main categories is performed. 

Table 1. below shows the percentage distribution of attack and normal classes in the train and test 

sets. 
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Fig 1. Distribution of attack and normal classes in the train and test sets 

 

3.3 Data Preprocessing 

One Hot Encoding to converting categorical features into numerical values. For scaling the 

numerical attributes, we will extract numerical attributes and scale it to have zero mean and unit 

variance.  

 

3.4 Feature Selection 

Feature selection is done to refine the data in the train set. This process will reduce the number of 

features by eliminating irrelevant features. This will yield a better performance of the model. 

Feature selection is done by Attribute Ratio which was  proposed by [49], [50]. Attribute Ratio is 

calculated by mean and frequency of features.  

 

3.5 Finalize data preparation for training 

Standartization is necessary as we are using distance-based algorithms. We will further split the 

train data set into two subsets – train and cross validation of 80% and 20% respectively. 

Different metrics from sklearn are imported namely Accuracy, AUC, Detection Rate, F1 score 

and False Alarm Rate.  

 

3.6 Train and evaluate models 

In the first model K-Means clustering is done to divide the set into clusters and Random Forrest is 

used for classification. Similarly, in the second model Gaussian Mixture is used to divide the set 

into clusters and Random Forest is used for classification. Post the training of each clusters, we 

will evaluate the model with the cross-validation subset. The model then applied to the test dataset 

where we can adjust the threshold for unseen or novel attack types. The results will then be 

compared and analysed. 

 

4. Design Specification 
The experiments are run on the laptop with the following specifications - Intel(R) Core(TM) i7-
8750H processor, CPU: 2.20 GHz, 2.21GHz, GPU: NVIDIA GeForce GTX 1060, RAM:16GB, Storage: 
1 TB HDD and Operating system: Windows 10 Home, 64-bit, x64-based processor. 
The NSL-KDD dataset is processed using Python, Sciket-learn and PySpark and executed using 
Jupyter Notebook.  

0

20

40

60

Normal DoS Probe R2L U2R

Attack Class Distribution

train_percent test_percent
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Fig 2. Architecture of the implementation models 
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5. Implementation 
 

5.1 Implementation of k-means clustering and Random Forest Classifiers  

The data was divided into clusters and then each of the clusters are trained using Random Forest 

Classifiers. Only the numeric features are used for the clusters. As the probabilities are returned 

using this classifier the detection rate was improved by adjusting the threshold. The clusters are 

further split into two categories. The first category will have clusters than have both attack and 

normal connections. The model is then trained by Random Forest classification. Fig 4 and Fig 5 

shows the output of k-means clustering and Random Forest Classifiers for train and test set. 

 

 
Fig 3. Description of the contents of the k-means clusters 

 

 
Fig 4. Training set output of confusion matrix and performance metrics 
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Fig 5. Test set output confusion matrix and performance metrics 

 

 

5.2 Implementation of Gaussian Mixture clustering and Random Forest 

Classifiers  

The data was divided into clusters using Gaussian Mixture clustering and then the clusters are 

trained using Random Forest Classifiers. This type of clustering produces a different clustering 

compared to K-Means and further this method doesn't work with high dimensional data so to 

overcome this PCA algorithm was used. The model is then trained by Random Forest 

classification. Fig 7 and Fig 8 shows the output of Gaussian Mixture clustering and Random Forest 

Classifiers for train and test set. 

 

 
Fig 6. Description of the contents of the Gaussian clusters 
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Fig 7. Training set output of confusion matrix and performance metrics 

 

 
Fig 8. Test set output confusion matrix and performance metrics 
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6. Evaluation  
To evaluate the model confusion matrix method was used which depicts the actual vs. predicted 

classes.  

 
Fig 9. Confusion Matrix 

The following performance metrics were computed and are used for evaluation [17]: 

• True Positive (TP): has classified the intrusion as attacks correctly. 

• True Negative (TN): has classified the normal activity as non-attack correctly. 

• False Positive (FP): has classified the normal activity as attacks incorrectly. 

• False Negative (FN): has classified the intrusion as normal activity incorrectly. 

• Accuracy is the total number of connections that have been correctly identified and 

classified as a normal and attack connections. 

• Accuracy = (TP+TN) / (TP+TN+FP+FN) 

• False Alarm Rate is the number of connections incorrectly identified as an attack when it 

should have been identified as a normal 

• False Alarm Rate = (FP) / (FP+TN) 

• Detection Rate is the amount of attack detected to the actual number of attacks 

• Detection Rate = (TP) / (TP+FN) 

• Precision: is the primary performance indicator. It indicates ratio of correctly classified 

attacks to the total number of records. precision = TP / (TP+FP) 

• Recall is the equivalent to the detection rate and is also referred to as sensitivity. 

• Area Under the ROC Curve (AUC) - Receiver Operating Characteristic (ROC) curve 

validates the performance measurement for the classification. ROC is the probability curve 

between true positives and false negatives and AUC is a summary of the performance 

measurement of the model. So higher the AUC, the better the model at predicting attacks 

from normal activity. 

• F1 score is the harmonic mean of precision and recall. 

F1 = (2 x (Precision x Recall)) / (Precision + Recall) 
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The probability threshold(e) was set to 0.5 for the cross-validation data since this set is from the 

same distribution as the train set, so we do not need to adjust the threshold. Test set on the other 

hand is from a different distribution and contains unseen or novel attack types. So, we can adjust 

the threshold to 0.01 for attack connections to improve the detection rate.  

The output of the models is evaluated using the following performance metrics Accuracy, AUC, 

Detection Rate, F1 score, Precision, Recall and False Alarm Rate. Table below presents the 

performance metrics of the executed models.  

 

 
Table 2. Performance metrics table for test and train sets 

 

The models have a high detection rate (>99%) against train dataset. After adjusting the probability 

threshold for the test data set k-means + Random Forest model still has a high detection rate of 

99.38% with a false alarm rate of 15.65%, whereas the Gaussian + Random Forest model returns 

a lower detection rate of 96.70% but a lower false alarm rate of 14.75% compared to the latter. 

 

 

 
Fig 10. Plot of the performance metrics for test and train sets 
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The table below shows the total time taken by the models to train and predict the results. K-

Means with Random forest considerably took longer time to train compared to Gaussian with 

Random forest. Whereas for prediction K-Means with Random forest performed better than 

the Gaussian with Random forest model. 

 
Table 3. Training and execution time in seconds of the models 

 

 

Discussion 

K-means with Random forest has better scores for Accuracy, Detection rate and F1 score. 

Gaussian with Random forest perform better in lowering the False Alarm Rate and Precision. 

Training and execution time are also important metrics to be considered where the Gaussian 

with Random Forrest perform better. AUC also is an effective way to summarize the overall 

accuracy of the models. Both the models have AUC greater than 0.9 which is considered 

outstanding which signifies the good accuracy of both the models.  

 

 

7. Conclusion and Future Work 

The proposed study analyzed NSL-KDD dataset using two different models one with K-

Means clustering and Random Forest classifier and the other model with Gaussian clustering 

with Random Forest classifier. Using the K-Means + RF produced a great result for Detection 

Rate of 98-99% and decent False Alarm Rate of 15%. Gaussian + RF performed better with 

lower False Alarm Rate and less time to train and execute. Depending upon the requirement 

these combination models can be deployed accordingly. If the environment requires high 

detection rate with acceptable False Alarm Rate, then K-Means + RF can be deployed. In 

environment sensitive to False Alarm Rate Gaussian + RF can be deployed so that it does not 

cause a panic.  

As a future work the False Alarm Rate can be improved further. Additionally, to improve the 

detection rate other ensembling algorithms can be used to train the class of attack separately. 

This will eliminate the imbalance issue of the datasets and when the learning is done 

separately for each individual attack class it will also result in higher levels of accuracy.  

.  
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