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1. Introduction 
This manual is developed to clarify the steps for running the research project in 

detail and also specifies the configuration of the machine which is used to build 

and run the models. The steps include downloading and installation of the 

appropriate software and packages, and the minimum necessary configuration 

for the smooth running of the project.  
 

2. System Configuration 
2.1. Hardware  

The hardware configuration of the computer conducted for the research 

is as specified below: 

Processor: Intel i5 – 5200U CPU @ 2.20GHz 

RAM: 12 GB 

Storage: 500 GB HDD 

Operating System: 64-bit operating system, Windows 10 Home 
 

Hardware configuration recommended: 

Processor: Dual-Core Intel i5 or equivalent 

RAM: 6 GB 

Storage: 128 GB HDD 
 

2.2. Software 

Microsoft Excel: Used for data management, data discovery, and 

exploratory plots. 

Jupyter Notebook: Used for data loading, cleaning and pre-processing 

of the data. It is also used for model building as well as for its 

evaluation. Implementation of python was also used. 
 

3. Download and Installation 
3.1.       Installing latest version of Python 

The latest version is recommended for installation of python which must be installed 

based on the operating system. Figure 1 shows a glimpse where you can download 

Python from https://www.python.org/downloads/ 

https://www.python.org/downloads/
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Figure 1: latest version of python to download from official website. 

 

3.2. Installing latest version of Anaconda 

Anaconda3 is an open source package manager developed to improve data 

analysis and the machine learning project. It offers numerous python-based 

IDEs that are user-friendly that can be used for application creation and 

performance visualization. Of the IDEs available for download, the most 

prominent is Jupyter Notebook. 

Anaconda3 is an open source which can be downloaded from 

https://anaconda.com/distribution 
 

 

Figure 2: latest version of Anaconda3 to download from official website. 
 

Upon effective deployment, the Anaconda Navigator will view a window as 

shown in Figure 3 from which select the appropriate IDE for development. In 

the current research the Jupyter Notebook has been used. 
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Figure 3: Anaconda Navigator 

Clicking onto the Launch button for Jupyter Notebook from the above 

Anaconda Navigator, we get a page showing us which .ipynb file to open as 

shown in figure 4. If starting a new developing page just go to new on the 

right side and click on button script and will start with the new page. 

 
Figure 4: Jupyter Notebook Home page 
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4. Project Development 
Step 1. Importing necessary python libraries for dataset pre- 

            processing 
 

 
Figure 5: Python Libraries for research 
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Step 2. Loading the dataset and pre-processing dataset 
 

 
Figure 6: loading dataset and pre-processing the data [3] 

 

Step 3. Dropping label column from data, Scaling down features in range,  

            Distribution of label and Converting label to categorical. 
 

 
Figure 7: Pre-processing the data 
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Step 4. Feature Selection 
 

 
Figure 8: Feature selection 

 

 
Figure 9: Plotting Feature Selection 
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Step 5. Feature Extraction 
 

 

 
Figure 10: Checking for feature correlation 

 

 

 



8 
 

 

Step 6. Splitting the dataset into Training set and Validation  

            set in the ratio of 70:30 
 

 
Figure 11: Splitting dataset into training and validation set 

 

Step 7. Setting epochs 
 

 
Figure 12: Setting Epochs 
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Step 8. Wrapper for turning Tensorflow metrics into Keras metrics 
 

 
Figure 13: Wrapper for turning tensorflow metrics into keras metrics 

 

Step 9. Re-shaping the data for CNN Model and defining it with  

            epochs accuracy 
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Figure 14: Re-shaping data to feed into CNN model with outcomes 
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Step 10. Re-shaping the data for RNN Model and defining it with epochs 
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Figure 15: Re-shaping data to feed into RNN model with outcomes 

 

Step 11. Re-shaping the data for CONC-LSTM Model and defining it with  

            epochs 
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Figure 16: Re-shaping data to feed into CONV-LSTM model with outcomes 

 

Step 12. Analysing results 

Analysing all the outcomes of CNN, RNN and CONV-LSTM 

for better comparison of all models. 

All the models are made comparison with the range of epochs+1 

 
Figure 17: Mentioned the range of epochs 
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a. Accuracy Comparison with Training & Validation set 
 

 

 
Figure 18: Accuracy Comparison and Value 

 

b. Loss Comparison with Training & Validation set 
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Figure 19: Loss Comparison and Value 

 

c. Precision Comparison with Training & Validation set 
 

 

 
Figure 20: Precision Comparison and Value 
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d. Recall Comparison with Training & Validation set 
 

 

 
Figure 21: Recall Comparison and Value 

 

e. F1 Score Comparison with Training & Validation set 
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Figure 22: F1 Score Comparison and Value 

 

Step 13. Confusion Matrix 
 

 

 
Figure 23: Confusion Matrix 
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