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1.  Introduction 

The configuration manual gives the step by step procedure required to be followed to pre-process 

the dataset downloaded from the Drebin portal and Appbrain Statistics so that it can be applied 

by the proposed lightweight 1-dimensional convolution neural network (1D-CNN) and the other 

machine learning and deep learning models considered in our experiments.  

2. Prerequisite 

2.1 System Requirements 

The minimum requirement required to replicate the proposed work is explained below: 

 Operating System (os): Windows 10, Linux, Ubuntu or MAC (preferably windows 10 

system). 

 Minimum storage:  25 gigabytes (GB). 

 Minimum RAM: 8 GB 

2.2 Software Requirements 

The implementation was done in Anaconda’s Jupyter notebook 6.0.3 (Python 3.7.6) where the 

following packages are installed in a Jupyter note to support machine learning or deep learning, 

various file operation and visualize the results of the model run on the generated datasets: 

 Pandas 

 Numpy 

 Keras 

 Matplotlib 

 Math 

 Sklearn.metrics 

 Scikitplot 

 Os 

 Glob 

 Scipy 

 Kutools for excel 

 shutil 
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3. Data processing 

3.1: Feature extraction and merging 

 The zip file downloaded from the Drebin dataset portal had a file named feature_vector when 

extracted and the file contained all the malware and benign application stored in it in .file 

format. The file name was their hash values name. 

 To separate the malware from benign files so we can create the final balance dataset with 

5560 malware and 5560 benign application we downloaded another file from the portal that 

had the malware hash values in .csv format file with their family. 

 With the help of python, we filter the malware files and benign files in the feature_vector file 

and store them in 2 separate files. 

 

                                          

   Figure 1. The separating of malware files                Figure 2.  Copying files to a different location 

 

 We copy 5560 files from the benign samples renamed with hash value and ‘_bw’ and 

combine it with malware 5560 samples in a new folder and convert all the files to .txt format 

using the python. 

 

                                           

                                                        Figure 3. Renaming of the benign files                                                                   

 After the files are converted the contents in the file are in key-value pair separated by ‘::’ 

symbol and all the contents 11,120 malware and benign files contents are copied to a single 

.csv file. 

 With the help of CSV inbuilt functions, we remove the duplicates and separate the key and 

value with the help of data separator to extract the manifest properties and API calls. 

 The manifest properties (permissions, real_permission, intent, features) and Api_calls value 

are generated with filter option and stored in 2 separate files. 
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3.2: Dataset conversion to feature matrix 

 The filenames of malicious and benign applications are got using the kutools1 downloaded 

for excel with their “import and export” option for the filename list. 

 The filenames are set as rows and extracted values above are set as a column by transposing 

it and 2 new columns application category and target is added for mocking and labeling 

purpose. 

 If the column name is present in the particular sample a 1 is inserted to a particular column or 

a 0 is inserted and if the name of the file is with a ‘_bw ‘ a 1 is inserted to the target column 

denoting it has benign or else a 0 is inserted denoting it as a malware. The 49 application 

category is given integer value from 1 to 49 and is randomly inserted in the application 

category column with the rand function of python to mock the dataset. 

                              

       Figure 4. Generating of the feature matrix                Figure 5. Rand function implementation                                                                                                                                   

 Finally, the manifest properties and API calls dataset converted to feature matrix is combined 

to give the third dataset which contains the application category and target column too. 

4. Model implementation 

The steps to implement the machine learning model (SVM, RF) and deep learning (1D-CNN, 

MLP) are discussed in detail in this section. Before applying the model we need to read the file 

that has the desired input for the model or dataset generated, ( the steps for one dataset are shown 

in detail below and the same as to be applied for the other two datasets). After which we need to 

split the dataset for the test and training. In these experiments, we split the data for test and train 

as 70% and 30 % for machine learning and 90% and 10 % for deep learning.  

           

                  Figure 6. Machine learning split                                  Figure 7. Deep learning split 

                                                             
1 https://www.extendoffice.com/download/kutools-for-excel.html 

 

https://www.extendoffice.com/download/kutools-for-excel.html
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                                                                    Figure 8. Reading the file to be inputted to model  

4.1 Support Vector Machine (SVM) 

The Code for the SVM model to be applied to the read file and split dataset as above is given 

below. The code does the training of the model and does the prediction with the test dataset 

(30%) with which can give the performance evaluation metrics for the model. 

                         

                                           Figure 9. SVM model code for the training and testing 

4.2 Random Forest (RF) 

 The code of the RF model with various hyper tuning parameters is given below with training 

and prediction done for the evaluation of the model according to the considered metrics. 

                       

                                          Figure 10. RF model code for the training and testing 

4.3 Multilayer Perceptron (MLP) 

The MLP is ran for 20 epochs with train and test datasets split as 90% and 10% respectively. The 

model is subjected to a few hyperparameter tuning as shown below. 
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                                    Figure 11. MLP model code for the training and testing 

4.4 1-dimensional Convolutional Neural Network (1D-CNN) 

Finally, the 1D-CNN model is run for train and test dataset for 20 epochs. Hyperparameter 

tuning is applied to the model and is evaluated by plotting confusion matrix, accuracy plot and 

precision and recall curve for better visualization of the model performance as discussed in the 

next section in detail. 

 

                                         Figure 12. CNN model code for the training and testing 

5. Metrics Calculation 

The F1-Score, Accuracy, Precision and Recall is calculated for all the models discussed above 

and we have plotted the confusion matrix, test vs train accuracy plot and precision-recall graph 

for the 1D-CNN model as discussed below. 

The metrics are calculated with the help of the “sklearn. metrics” package as follow for SVM, 

RF and MLP and 1-D CNN (precision, recall and F1-Score) where the accuracy alone is 

calculated using keras’s packages evaluate the function for 1D-CNN. The metrics snapshot of 

one dataset (Api calls) with its output is  : 
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1. Accuracy: 

                                     
   Figure 13. Accuracy with sklearn                                       Figure 14. Accuracy with Evalute 

 

 

2. F1-Score 

                                              

                                                       Figure 15. F1-Score with sklearn 

3. Precision and Recall 

                         

                                             Figure 16. Precision and Recall with sklearn 

The confusion marix, test and train accuracy plot and precision and recall was plotted for 1-D 

CNN as follow for the api_calls dataset and can be replicated for the rest two dataset. 

  

                                         Figure 17. Confusion matrix code  with output   
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                                     Figure 18. Test vs Train accuracy code with output   

                   

                                      Figure 19. Precision vs Recall curve code with output   

After implementing all the experiments we convert the trained 1D-CNN model to tensorflow lite 

using the tensorflow lite to get a file of 1.27 megabytes(MB) size suitable for deployment in a 

mobile or IoT device. 
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