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1 Introduction 
 

Configuration manual indicate the requirements like software and hardware and the phases of 

programming for the implementation of the proposed research project. The performed 
research uses a malicious api dataset, then the pre-processing is automated for the data and 
the evaluation of the different models of machine learning used.[1] The configuration manual 

helps in assisting the user for evaluation, and the proper usage of the code and execution. The 
primary aim of the research is to detect malicious contents using machine learning from 

extracted api calls.[2] Deep learning algorithms like CNN,RNN and LSTM are used with LR, 

LDA, KNN, CART, NB. The proposed research project is “DETECTING MALICIOUS  
FROM EXTRACTED API CALL SEQUENCE PATTERNS BY APPLYING MACHINE LEARNING 
ALGORITHM” 
 

2 System Configurations 
 

The system requirements which were used to implement has been described in this section. 
The information regarding the specifications of the system is always an asset before 
conducting the experiments. 

 

2.1 Google colab specification: 

 

Memory: 358.27 GB 

RAM: 13 GB 

Runtime Types: CPUs, GPUs, and. TPUs 

Accelerator: GPU 
 

2.2 Software Requirements 

Python 3:  The implementation of the proposed method has been performed on the python 3 

platform from the beginning to the end. Python platform is used for the web development,  

data science , scripting etc.  

 

Jupyter Notebook:  The execution and the programming of the code is done in this platform. 

Jupyter Notebook is a web application which are is open source for the users for coding, 

visualizing, execution etc.  

 

Google colab: A large portion of the project is conducted in google provided cloud platform 

known as google colab. The main purpose of the platform is to perform execution of code, 

visualizing and analyzing the data, and evaluation of machine learning models. 
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3 Data Acquisition and Evaluation: 
 

3.1 Guidance to Google colab  

 We should have an google account inorder to sign into the google colab. After sign in we 

have to open the link https://colab.research.google.com/notebooks/welcome.ipynb. After opening the 
link, we have to select File, from there we have to choose Python3 and for the working 
environment we have to connect notebook. We are using GPU, so from under runtime we 

have to change the runtime type we select GPU as the execution is fast. Then we must save 
the file in google drive. 
 

3.2 Package Dependencies and Data Acquisition 

3.2.1 Package Installation  
 

 
 

 
 

In google colab many packages are pre-installed, in this project we are using tensorflow 

version 1. Tensorflow is generally a library in python for numerical calculations fast. We had 

to install the Hypertools package. Hypertools is also a library which we can be used to do 

manipulation and visualization of data those are high dimensional in Python.  
 

 
 

https://colab.research.google.com/notebooks/welcome.ipynb
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We have imported libraries and functions which are used to implement deep learning an 

machine learning models as shown in the above snapshot.  

 

3.2.2 Data Acquisition 

 

 

 
 
3.2 
 

Using Kaggle api we have downloaded the dataset into the google colab from Kaggle 

environment. 

 
 
 

 
Configuration of tensorflow dependency. 

 

 
 

When we download the dataset using kaggle api, it comes in zip file, so the extraction of zip 

file is shown in the above snapshot. 
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3.2 Exploratory Data Analysis 

 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

In the above snapshots we have performed the EDA on the data. We have checked the 

datatype of the data, checked for any null values present, we have checked for the statistical 

properties using skew and kurt functions. For every column we have plotted histogram for 

data visualization an distribution. The dataset is having 100 columns so the dimension of the 

data s very high, so that we have used SparcePCA  to plot cluster inorder to check the 

association of the data. 
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3.2.1 Feature Selection 
 

 
 

Here we have performed the feature selection. For thi we have used filter method as the 

absolute correlation value is higher than 0.5. We have used this method under feature 

selection as the other methods are computationally expensive because the data is very high 

dimensional. 

  

3.3 Data Preparation 

 

 
Here we have split the data into two, train dataset and test dataset. 

 

4 Implementation 
 

4.1 Experiment 1 

4.1.1 CNN 

 

 

 

 
 

These are the hyperparameters used to compile the model.  
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The above snapshot give the model definition of the process, how CNN is defined with these 

layers. For optimisation we have used adam, for loss function we have used 

sparse_categorical_crossentropy, and for metrics we have used sparse_categorcal_accuracy. 

 

4.1.2 LSTM 

 

 
 

These are the hyperparameters used to compile the model. 
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The above snapshot explains the definition of the model. For optimisation we have used 

adam, for loss function we have used sparse_categorical_crossentropy, and for metrics we 

have used sparse_categorcal_accuracy. 

 

4.1.3 RNN 

 

 
 
 

These are the hyperparameters used to compile the model, RNN.  

 

 

 
 

The above snapshot explains the definition of the model. For optimisation we have used 

adam, for loss function we have used sparse_categorical_crossentropy, and for metrics we 

have used sparse_categorcal_accuracy. 
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4.1.4 Performance Evaluation (CNN,LSTM,RNN) 
 

 
 

We have evaluated the performance of all the implemented deep learning models usinf ROC 

and AUC. 
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Models like LR, LDA, KNN, DT, NB used as machine learning algorithms. These models are 

implemented using K-fold cross validation and the evaluation of the model is plotted using 

ROC curve and AUC value. 
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