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1 Abstract  
 
Email spam, better known as unwanted email messages, is the practice of sending unsolicited electronic 
messages with different intentions, commonly commercial purposes, or trying to commit criminal 
actions. Despite the numerous anti-spam measures nowadays, spam still being a problem all over the 
internet due to the low-cost and high impact that represents elaborate a spam campaign. Many 
different solutions exist to categorize incoming messages such as white list, grey list, blacklist, Machine 
Learning, Rule-based filtering, etc.  However, no one definitively. A possible reason is since spammers 
are high resilient, once a spam filtering method is compromised spammers adapt to it. The aim of the 
present work has the objective of detecting in a more effective way spam email with the Multinomial 
Naïve Bayes approach, in addition to text sanitation and TF-IDF. Results given by the proposed model 
gives an accuracy improve than Multinomial Naïve Bayes by its own. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 



 

2 Introduction 
 
The high volume of spam traveling through the internet has reached unmeasurable proportions lately. 
According to a securelist[1] in the Q1-2014 the calculate spam on the internet was 63.5%, in February 
Q1-2019[2] it drops to 55% maintaining the label as a serious threat for the internet security and their 
users.  
Virus and spamming go along the way, a virus is a malicious payload designed to attack any possible flaw 
in the system having different purposes from data collection to denial of service and everything in 
between. Furthermore, Spam represents a problem for the ISP (Internet  Service Provider) and final 
users. 
Spam messages and spam controls have evolved over the last decade. Different techniques and 
methods have been applied to try to face spam such as white, grey, and blacklist [3]. However, different 
approaches published in academic works seems to be limited to facing spam messages. The principal 
reason is due to the techniques disclosed. Once the technique is revelated, spammers tend to adapt it 
and make it obsolete. There is not a bulletproof method to stop junk mail, and that is why the purpose 
of the present paper is the analysis of spam filters, explain the history and background to understand 
the origin, and why represents a threat. These different perspectives and discussions lead to the 
challenge of refining an automatic classifier that can identify illegitimate emails from unwanted sources 
more efficiently and accurately.  
Technically, an electronic message is spam if the message is irrelevant and out of context to the 
recipients because it may apply to many other people, or if the recipients have not granted any explicit 
permission to receive it [23]. Others simply describe spam as a junk email, from a bulk message sent 
through the internet [24]. The relation between "SPAM" the canned meat and unsolicited mails is not all 
clear, different resources mention due to a can met sketch where a group of Vikings shouts "Spam, 
Spam, Spam" repeatedly, all over the restaurant catching all the attention and "blocking" all kind of 
communication. According to Quigley R. [25] the first spam electronic message was from 1978, Quigley 
refers to Gary Thuerk a marketer for the Digital Equipment as the responsible for sending the first-ever 
spam mail. Sending out his message to 400 of the 2600 ARPAnet. In addition to some researches, on the 
internet is possible to find information about the first spam ever. The first spam message was 
transmitter over telegraph wires in 1864, curiously some advertisement was involved, the full text can 
be seen in Appendix A.1. 
 

2.1 Spam recognition techniques 
 
To face the challenging threat, different commercial and open source products exist in the market to 
satisfy different users’ necessities. The basic and more used spam filters are based on the most used 
spammers’ phrases and words. Other simple approach cover whitelist, blacklist, and gray list, a new 
approach where the filter assumes the spammer attempt to send a batch of spam messages just once, 
the receiving mail rejects the unknown users’ email sending a failure message to the origin server and 
just if the email is received again the gray list filter will add the sender’s email and allow emails from 
that user [29]. 
Different approaches fit different users. In the first approach, the flaw relies on the assumption that the 
spammers will act like spammers and they will not try something different like changing the vocabulary 
to avoid the filters, or hiding their messages in pictures. The Blacklist problem is the fact that you must 
know all the harmful email senders to perform full protection. On the other hand, whitelist risk is the 
overlook of a relevant message if the sender is not a previous register as part of the trusted sources. 
Text classification is the duty of assigning a set of predefined values, weights, or categories to a text. 
Text classifiers are often used to categorized, organized, or structure huge amounts of text. The 
classification is done in two different ways: automatic and manual classification. The manual 
classification is done by a human who interprets the content of a text and classified them already 
predefined. The method means high accuracy but it is time-consuming and expensive if the text is a big 
sample. To evolve into a faster and less cost-consumer way, natural language processing and machine 
learning form part of the automatic classification option.  



 

 
Different spam filter techniques are explained in this paper. However, it is important to highlight the 
relevance of the state-of-the-art spam filter, explaining their different approaches and the gap they are 
trying to control the spam problem. 

•  Case Base Spam Filter Method: Case base filtering probably the most used method. 

Approach where the classification is based on the content of itself. Method where all 

received emails are collected from the users' inbox, spam, and non-spam. After the 

collection, emails are processed to extract and evaluate their data. Then, the data is 

classified into two vector sets. Finally, the machine learning algorithm uses the 

datasets obtained before to train and decide if the incoming email is non-spam or 

spam [4]. 

• Content-Based Filtering Technique: Content-based filtering is used to create 

automatic filtering based on rules, classifying emails using machine learning, such as 

Support Vector Machine (SPV) [13], Artificial Neural Networks (ANN) [9], Naïve 

Bayesian [19]. This method analyses the words features, frequency, and distribution of 

phrases and the email words based on the generated rules before, to classify all 

incoming emails [5]. 

• Rule-Based Spam Filtering Technique: Ruled based spam filter use rules to evaluate 

different patterns based on the common expressions on each email. Every time a 

pattern is identified within an email the email score increased, and for every time the 

pattern did not match, the score is deducted. The email is considered unwanted once 

the message reaches the trigger value. On the bright side, the rules can be modified 

according to the necessities. On the downside, spammers easily adapt introducing new 

messages to avoid filtering rules [6].  

• The previous Likeness Based Spam Filtering Technique: This approach used machine 

learning methods to categorize emails based on their data training similitude. The 

different email features are used to create a multi-vector, which helps to qualified new 

incoming messages. The new messages are subsequently categorized due to the 

training data and allocated into their corresponding instance [7]. 

• Adaptive Spam Filtering Technique: During this method, the incoming emails are 

divided into various groups represented by tokens. Tokens represent different 

sentences, words, or strings. The token is used to compare the similarity ration with 

receiving emails to decide whether the incoming email is spam or not [8]. 

 

Many academicians and researchers have already proposed different spam classification techniques 
approach used to classify data. Techniques such as decision tree[11], support vector machine (SVM)[9], 
artificial neural networks (ANN)[10], and Naïve Bayes algorithms [11]. Content-based filtering technique 
has been presented as the most popular filtering option dealing with spam, content-based filtering 
technique identify patrons in particular phrases, symbols, words, and grammar. The frequency at which 
these particular patrons appear in emails determines the probabilities for each characteristic in the 
email, after which is compared against the trigger value. If the email exceeds this measure, 
automatically ring the trigger value and is classified as a spam message [6]. Lately, the most recurrent 
topic for researchers and academics has become Naïve Bayes (NB) classifiers. The probable reasons are 
the high accuracy demonstrated classifies data model, and also the easy comprehension compares to 
other approaches. NB, Artificial Neural Network (ANN) and Support Vector Machine (SVM) share 



 

something in common, all represent Machine Learning (ML) classification option with different 
advantages. 
Support Vector Machine (SVM) is an already tested and trusted state of the art classification technique 
facing unwanted mails. SVM is a discriminative classifier that takes decisions using the learned 
hypothesis [13]. SVM is a supervised learning model that analyses the statistical properties of text 
classification to identify patterns between the variables predefined [14]. The downside of SVM is that in 
high volumes of data the efficacy decrease. I believe SVM is a powerful state of the art option against 
spam, a functional tool when the separation between classes is clear. Which can decrease in 
effectiveness if the data set is enough big to create noise, overlapping the target classes? To face the 
size limitation, different academic papers claim Decision Tree (DT) a suitable option for bigger datasets.  
Decision Tree (DT) is a proven machine learning algorithm approach against spam messages. Unlike 
SVM, decision tree (DT) can handle in a better way large datasets and require fewer data training. A 
decision tree (DT) is a flow chart (with a tree shape), where an internal node represents an attribute, an 
arm represents a decision rule, and the leaf node represents the solution or outcome [16][17]. The great 
DT worth value is the capacity to assign an open to interpretation value to decisions and results. On the 
other hand, nonparametric DT values let different interpretation which tends to overfit of training data, 
limiting their classification accuracy [18]. Compare to ANN, DT is a white box Machine Learning 
algorithm, helping to follow the decision path to its end and share the decision taken with all the 
teamwork. In contrast, ANN is a black box type algorithm where the algorithm is not visible or available. 
DT is a discriminative machine learning: learning from explicit boundaries between classes. That means, 
training a model to distinguish the correct output between all possible outputs. While Naïve Bayes (NB) 
represents a generative machine learning model where a model learns the parameters to maximize the 
joint probability. 
Naïve Bayes (NB) algorithm is another machine learning approach widely used for email spam filtering. 
Applying the Bayes' theorem on text classification, each message represents a vector with attributes. 
Attributes binaries represented into the electronic messages [19]. No rules or weights have to be 
optimized[9]. NB has different benefits over other spam filtering approaches such as real-time 
predictions, scalability, simplicity, and good accuracy with high dimensional data [15], compared to the 
fewer data needed to assume and classify an object by mapping the features classifying it individually. In 
[22] authors mention BETSY as a real-world spam filtering example that uses NB to realize the 
classification. BETSY is a program that classifies text based on previously trained material. NB has many 
advantages and is the reason why different academics have chosen NB to elaborate spam filter studies. 
However, NB assumes that all inputs are independent. If the case is the opposite the accuracy of the NB 
classifier can be compromised. A possible reason to pick Artificial Neural Networks (ANN) over NB is that 
with the appropriated structure, ANN can handle the correlation and dependence between input 
variables. 
Artificial Neural Networks (ANN) is a computational model meant to simulate the functions of a human 
brain [9][12]. ANN is built like the human brain, with nodes (neurons) interconnected between them. 
Each neuron is made up of a cell body responsible for processing data by carrying information towards 
and away (inputs and outputs) from the brain. The principal feature of this approach is the creation of 
new structures to process the information. 
 

 Pros Cons 

Support Vector 
Machine 

- More effective in higher 
dimensional spaces 

- Effective algorithm when 
classes are separated  

 

- Not optimum performance 
when data has much noise 

- Larger datasets represent a 
large amount of time 

Decision Tree - Handling missing values 
- Easy visualization 

- Overfitting 
- Higher time to train  

Naïve Bayes - Real-time decisions 
- Multi-class prediction 

- Assumptions 
- If inputs are dependent, the 

outcome can be 
compromised 

Artificial Neural - Adaptive networks  - Not every data is suitable for 



 

Network - Effective recognizing 
patterns  

ANN 
- The outcome quality 

depends on the training 
quality phase 

 
 

3 Literature review 
 
There is an increased interest in the worldwide enthusiasm on email spam filtering.  Inside this section, 
different papers are presented enlisting the highlights as well as the issues found to be addressed. In the 
paper title “An Artificial Neural Nets for Spam e-mail Recognition” details an ANN spam filter approach 
where two ANN algorithm was applied, backpropagation and optical backpropagation, comparing 
accuracy, recall, false negative, positive and complexity. Applying attributes composed from the favorite 
spammer descriptive feature patterns. They conclude which ANN configuration performed in the best 
way with fewer errors. However, the papers date from 2006 and for obvious reason no cover recent 
articles [26]. A more up to date Naïve Bayesian approach is presented in [20], authors describe the 
general spam characteristics with a comparative table between spam characteristics and the percentage 
of searched messages. The Bayesian algorithm throws an 85% accurate system, which they comment is 
acceptable for spam filtering. But what happened if just 10% or 15% of the training samples are spam?. 
In conclusion, NB algorithms are popular because are easy to understand, use, and refine. If we do not 
forget in mind that requires frequent maintenance refining the algorithm. 
 Youn S and McLeod D. customized an adaptive ontology spam classification filter. Using SVM and NB to 
classify over 4500 emails and 55 features. The authors conclude that a filter method can evolve based 
on the users' background. Using a text-oriented email dataset, improved performance can be achieved. 
The paper highlight the opportunity to improve accuracy by pruning the tree and using a better 
classification algorithm [27]. A similar solution was proposed in [22] where authors mention that each 
user has a unique email collection, and different users would have a different email into their spam 
folder. Finally, they declared that highly effective filtering can be reached making the user's interface 
information available of the mail client. Seems an interesting filtering approach which in some cases is 
already in use, when a user identifies a marketing email that has the option to mark it as spam, the filter 
algorithm would learn from this choice preventing from receiving similar emails. Joachims T. [21] in his 
publication gives some proves on how SVM development classification can be applying to achieve a 
more accurate result than using more popular methods like Naïve Bayes (NB). Gapta S. mention in [15] 
that high volumes of data could represent an SVM efficacy decrease due to the complexities of the 
processed data. In contrast to Sanghani G, Dr. Kotecha k. [13] who declare that SVM can reach a high 
performance despite a big dataset due to the learning procedure which narrows the decisions between 
classifications.  
Wang R,  Youssef A, Elhakeem A. in [28] present two heuristic algorithms seeking the spam filtering 
improvement. Using Artificial Immune System (AIS) and Tabu Search (TS). The proposed TS algorithms 
reduced the email dimension and notable improvement with the 94.5% of effectiveness. However, 
heuristic filters needed to have often maintenance updating rules to keep it up to date which means 
time-consuming.  
 

4 Research methodology 
 
Electronic messages generally look different from the solicited to the unexpected mails. However, 
spammers have found methods to avoid spam filters, delivering illegitimate emails pretending to be 
legitimate emails. That is the reason why I decided to elaborate my spam filtering approach with Naïve 
Bayes, instead of a method as decision tree which decides if an incoming email is spam based on rules, 
rules that can be easily avoided if are known by the spammer. The Naïve Bayes approach unlike rule-
based filtering fragments the incoming messages in a bag of words to then eliminate the noisy words 
and then elaborate comparison between the new incoming text and the already known spam words. 
Facilitating a matrix word visualization and elaborating a frequency map useful in futures tasks and 
feedback analysis.  



 

The uncomplicated Naïve Bayes algorithm is used to find association words related to spam from the 
training emails. Based on these association words, a five-phase spam filtering method is explained 
below: 
Checking on each emails' words as a solution to prevent illegitimate messages from crossing the spam 
filter is efficient, but realize the task manually would represent a high energy and time consumption. 
Taking advantage of the ML features and to automate the process, is necessary to transform the 
previously classified label-data into binary data which the NB algorithm can read to make the 
categorization faster and efficient. 
A mechanism is developed to identify all incoming words from the text (emails), converting a collection 
of words into a matrix. Each message is represented by a row and each word (token) being a column, 
the row-column values represent the frequency of the occurrence of each word or token in the 
message. After the tokenization, Bag of Words is applied to have the measure of all words included in 
the messages regardless of their position. 
Before the vectorization, the data is sanitized, eliminating noisy and repetitive words. Reducing the 
dataset enough to let the model focus in the relevant text features. 
The CountVectorizer gets the frequency of the words in the text. 
TF-IDF provides the weighting to the text. Assigning the importance based on the appearance in the 
message. Also, it checks how relevant the word is for the corpus. 
Finally, A multinomial (MB) training model is designed to improve the method. MB requires discrete 
features (in our case, word counts for text classification). We trained our model with the training data 
(80% of the total dataset, already split) and the final step is the evaluation of the 20% left data to make 
the predictions in tenfold cross-validation representing a real-case spam scenario. Therefore, the 
additional feedback from the analysis of misjudging emails can potentially improve the method to 
identify spams.  
 
 

5 The proposed Spam filtering approach / Design 

specification 
 
The proposed spam filtering approach categorizes emails into legitimate emails or spam messages with 
NB help. The approach is briefly provided below: 
The information source that feeds the proposed NB spam filter is the “SMS Spam Collection Data Set" 
available in the Machine Learning Repository [30]. The dataset contains 5574 samples, 4825 non-spam 
messages called "ham", and 749 messages labeled as "spam". The data is separated into two columns, 
the first one categorizing the email between "spam" or "ham", and the second column contains the 
message text to be classified. 
 

• Database pre-processing: Since Scikt-learn (Python library used for classification) 

manages numerical values, Scikt-learn transforms the strings “spam” and “ham” values 

to binary values “0” and “1”. 

 

• Tokenization: is the process where sentences, phrases or a paragraph are split into 

individual words. Each one of the words is called a token 

 

• Bag of Words: Bag of Words (BoW) is used to extract features from text to be used in 

ML algorithms. BoW involves a collection of known words and a measure for the 

known words. TF-IDF (term frequency–inverse document frequency)providing more 

weight understanding the context giving more weight to the words that appear more 

in the set of data. 

 

• Word standardization: Reducing inflectional forms, derivationally related forms, low 

case standardization, stop words parameter. All steps mentioned before help to 

regularized words after BoW to avoid common English words, ignore punctuation, etc.   



 

 

• Multinomial (MB) Naïve Bayes training model: Ideal training model since the classifier 

is suitable for classification with discrete features (words in a text) 

 

 
              Fig 1. Project Model 
 

5.1 Naïve Bayesian Theorem 
Naïve Bayesian theorem classifier assumes that all the predictors in the provided dataset are 
independent of each other, that is the reason why is called “naïve”. The formula for the conditional 
probability is: 
 

 
 
Where: 

• P(A): Is the probability that the hypothesis “A” is true (regardless of the data). This is 

known as the prior probability of “A”. 

• P(B): Data probability (regardless of the data). This is known as the prior probability. 

• P(A|B): Is the probability that the hypothesis “A” given the data “B”. This is known as 

the prior probability. 

• P(A|B): is the probability of the data "A" given that hypothesis B was true. This is 

known as the posterior probability. 

 

 
 



 

In other words, the prior P(A) and the evidence P(B) mean to the probabilities of A and B being 
independent of each other, while the posterior and likelihood are conditional probabilities of A given B 
and the other way around.  
 

5.2 Naïve Bayes Spam classification 
 

 
 
Where "x" represents an incoming vector of words coming from the emails (spam or ham): 
 

 
 
The assumption that the NB classifier makes is that the incoming words are independent of each other. 
The result is that the likelihood is the product of individual probabilities seeing each word in the dataset 
spam or ham. 
Likelihood, evidence, and prior represent necessary variables in the NB theorem to proceed to obtain 
posterior probabilities. Probabilities that will provide the possibilities of a new incoming email classified 
as spam based on a particular set of words. 
 
Multinomial (MB) Naïve Bayes classification model 
Multinomial (MB) NB is one of the three types of NB models. Multinomial (MB) is used for discrete 
counts. Applies when the data features have discrete frequency counts. (In our exercise we count the 
words in the body of the email), then is necessary to use word counts in the email's body. 
Considering  as vector of n distinct feature in the dataset, and V = 
[v1,v2,v3,v4, ……. Vn] express all possible classes belonging to NB Multinominal model: 
 

 
 

 represent the posterior probability of classes, while vk*P(vk) 

express that the sample probability belongs to class “vk”. Prior probability is represented by 

which is a constant.  express the 
likelihood for  to belong to category vk. 
The multinomial algorithm needs to process two possible questions to be able to 
classify new messages: 

 

 
 
Where  
 

 

 
 



 

• Nwi represents the frequency in the sample category w. Nwi is the total of all features 

counts into class w.   

• α is smoothing prior and equal to 1, it is called Laplace smoothing and helps to prevent 

zero probabilities. 

• n is the total of different features in the training dataset. 

It is important to mention: 

• NSpam represents the total number of words in all the spam messages, not the 

number of spam messages or not equal to the total number of unique words in spam 

messages.  

• NHam represents the total number of words in all the non-spa messages, not the 

numbers of non-spam messages or the number of unique words identified in non-

spam messages.  

 
 
 
 

6 Evaluation 
 
Python  3.7 was used for experimentation. Scikit-learn to avoid the NB math implementation from 
scratch and the Multinomial NB algorithm (explained above) as a training model due to the data 
features handle in the paper. 
The algorithm was tested over a corpse of messages categorized as “ham” and “spam”. The goal is to 
demonstrate the high levels of accuracy that can be reached based on text classification. Using the ham 
and spam dataset, an ML model (NB) is trained to learn to categorized spam or ham emails 
automatically. A model which later, can be used to classify new incoming messages (unlabelled). 
The dataset contained 4827 ham and 747 email messages. Though the data processing the messages are 
split into individual words to be tokenized. The tokenized data is converted into vectors to allow ML to 
deal with them. During the vectorization, BoW transforms the vectors counting how many times does a 
word appears in each message, assigns the weighting, and normalizes vectors.   
 

  
Fig2. BoW count 
 
Some authors (Řehůřek R, 2014)[31] and (Lara, 2019)[32] have found value using the NB theorem 
deploying spam filters. Lara deploys a four phases model using BoW as the spearhead to collect all 
words contained within the message and, thereby, understand the messages’ context. Laras' approach 
claims to reach an accuracy of over 98% evaluating on the same training data. However, as Řehůřek 
mention in his publication is not reliable to evaluate the accuracy on the same data. Řehůřek’s approach 
has four steps, highlighting the training model, where a 10 equally size subsets are taken to compute the 
accuracy. Then the data is trained on 9 parts, and compute the accuracy on the last part. 
 
Due the analysis that I have been done, I suggest changes in the way how text is managed before the 
tokenization. Implementing a set of conditions, ensuring the sanitization of the text that would impact 
positively on the words before the training model. The analysis In the next section is followed by the 
Řehůřek [31] proposed and compared against my Proposed Model. Highlighting the differences taking 
advantage  from the fact that both models follow the Multinomial Naïve Bayes model . 



 

  
Fig3. Řehůřek classifies overall   Fig4. Proposed model classify overall 
 
 

  
Fig5. Řehůřek Confusion Matrix   Fig6. Proposed Model Confusion Matrix 
 
 
In both cases, the confusion matrix conclude an accuracy of 97% of performance, from where we can 
obtain precision, recall, and f1 score  
 
 
 

 
Fig7. Řehůřek Precision, recall, and f1-score  Fig8. Proposed Model Precision, recall, and f1-
score 
  
     

 
A 97% sounds an almost ideal scenario and is because the accuracy was evaluated on the same training 
data. To improve to a more real-scenario, the data is split into training and test data. A 20% test size is 
taken into consideration. Furthermore, the model has to be related just to training data. While the test 
data is used only for training purposes. 
Following the Řehůřek testing environment and through repeated tests, I divided my training set into 
ten equally sizes parts just as Řehůřek did. A solution that provided the best performance-configuration 
for the algorithm.  
 
Obtaining relative the same scores in a range between 0.93 and 0.96 proves the proposed model as 
stable.  
 



 

 
Fig9. Řehůřek accuracy  
 

 
Fig10. Proposed Model Accuracy 
 
 

  
Fig9. Řehůřek scores    Fig10. Proposed scores 
  
 
As we can observe above, in both approaches the accuracy is located under 98% reached by Lara. 
However, as we mention before probably the Lara method under a different training scenario would 
react differently.  
 

 
  Fig13. Řehůřek accuracy vs training set size 
 

 

 
  Fig14. Proposed Model accuracy vs training set size 
 



 

 
From the above testing, it is possible to conclude the similar results obtained by the two tested models. 
However, The proposed model is slightly more stable in its accuracy tests. The reason is because before 
the vectorization the data is sanitized with a series of “rules” over the text, decreasing the noisy words 
letting the model focus on the context words and comparation. Finally Despite neither of both 
approaches model reaches 98% of accuracy, 94% to 95% is an acceptable result for an experimental 
model. If we observe the fig.13 and 14 graphs, a common issue shared by both approaches is the 
accuracy rate. Where the two different evaluation models are closely matched at the final phase, with a 
relative difference at the initial phase. This is because the model is not complex enough to capture all 
features given in the data. Two possible solutions would be: use more training data, due to the rapid 
popularity obtained by NB and their algorithms, people approach their utilities updating bigger sets of 
data on the web. Secondly, use a more complex model, to extract more features from the data. 
 

 

 

7 Conclusion 
 
 
Spam filtering Multinomial Naïve Bayes model based on text classification was set up. My goal was to 
observe and compare the incoming email text behavior to understand their patrons, and base on the 
text sanitization reach a higher accuracy percentage. After the research done during the elaboration of 
this paper, I am convinced that the text classification process plays a crucial area in spam filtering. A 
good text mechanism classification, along with the words’ sanitization can improve the classification 
spam effectiveness and help with future works to understand the spam behave. 
This technique can be used over different datasets with high spam detection accuracy, the reason is the 
model. The model was designed to identify, split, sanitize, categorized, and count the text frequency. 
The proposed algorithm is an improvement for the Multinomial Naïve Bayes on its own. The reason is 
that when the difference between spam and ham are identified. In short, Naïve Bayes has won 
popularity due to the easy interpretation and the fact that is possible to tune algorithms to achieve a 
better performance compared to some other more complex black box models as Neural Networks. 
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9 Appendix 
 

A.1 
TO THE EDITOR OF THE TIMES 
 
    Sir, -- On my arrival home late yesterday evening a "telegram," 
    by "London District Telegraph," addressed in full to me, was 
    put in my hands.  It was as follows: -- 
 
    "Messrs. Gabriel, dentists, 27, Harley-street, Cavendish-square. 
    Until October Messrs. Gabriel's professional attendance at 27, 
    Harley-street, will be 10 till 5." 
 
    I have never had any dealings with Messrs. Gabriel, and beg to 
    ask by what right do they disturb me by a telegram which is 
    evidently simply the medium of advertisement?  A word from you 
    would, I feel sure, put a stop to this intolerable nuisance.  I 
    enclose the telegram, and am, 
 
                         Your faithful servant, 
 
    Upper Grosvenor-street, May 30.                M. P. 
 

 


