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1 Hardware/Software Requirements

The configuration manual describes the steps required while running the scripts imple-
mented for the research project. This manual will help to run the code without any
problems. This manual also includes the information about hardware configuration of
the system in which code were executed. The minimum required configuration for the
system is also mentioned.

2 System Specification

2.1 Hardware Requirements

The hardware specifications of the system on which the research project is implemented
are as follows.
Processor: Intel Core i5 – 8265U CPU @ 1.60GHz 1.80GHz
RAM: 8 GB
Storage: 128GB SSD/1TB HDD
Operating System: 64-bit operating system, Windows 10 Home

2.2 Software Requirements

This research project used following programming tools.
1.Google Colaboratory (Cloud based Jupyter notebook environment),
2.Python version 3,
3.Microsoft Excel
4.Overleaf

3 Enviroment Setup

3.1 Google Colaboratory

This section will help to setup Google Colaboratory enviroment. The following screen-
shots are included for better understanding.
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Figure 1: Google Colaboratory Setup

4 Data Source

1. This research project used the dataset of histopathological images which are publicly
available as shown in Figure 2.

Figure 2: Data Source

2. Upload the downloaded dataset to google drive from gmail account. After that
mount the google drive to colab notebook as shown in Figure 3. Click on the url and
select the gmail account and enter the authentication code.
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Figure 3: Mounting Drive

Figure 4: Authentication Code

5 Implementation

Following are the necessary libraries that are required to build an image classification
model.
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1. TensorFlow

2. NumPy

3. Matplotlib

4. opencv python

5. pandas

6. keras-preprocessing

7. Python Imaging Library(PIL)

8. keras.applications

9. Sklearn

5.1 Data Preprocessing

As a part of preprocessing, histogram normalization and image augmentation was per-
formed on entire dataset. The following Figure 5 shows the required libraries.

Figure 5: libraries for Augmentation and Histogram Normalization

The Figure 6 shows the function written for Data Augmentation. The function will
take path of all the images that needs to be augmented and will write the augmented im-
ages in respective folder. The augmentation methods available in tensorflow are applied.
Similarly The Figure 7 demonstrates the code for histogram normalization. A function
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Figure 6: Function for data augmentation

Figure 7: Function for Histogram Normalization
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is written which will take all the images that need to be normalized and will write all
processed images into destination folder with for loop.

The images were accessed with the help of ImageDataGenerator. The images were
loaded into training and testing with ImageDataGenerator as shown below.

Figure 8: Loading Images with ImageDataGenerator

5.2 Execution of CNN and Transfer Learning

All the required libraries for execution of CNN and trasnfer learning with Inception v3
and DenseNet121 are shown in figure below. The Figure 9 demonstrates the libraries
required for CNN execution.

Figure 9: Required libraries for CNN

The Figure 10 demonstrates the architecture of CNN used in this research project.
For execution of transfer learning, the libraries shown in Figure 11 are imported.
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Figure 10: CNN Model

Figure 11: libraries for DenseNet121 and Inception v3

5.3 Training and Validation Accuracy Plot

The training and validation graph was plotted with the help of code shown in Figure 12.
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Figure 12: Code for training and validation accuracy

6 Other Software Used

The documentation of the research finding is done with the help of overleaf. The Figure
13 demonstrates how overleaf is used for project documentation.

Figure 13: Overleaf Code
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