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1   Introduction 

 
The configuration manual demonstrates the implementation phases of the project “Protein 

Sequence Classification using machine learning and deep learning”. The main objective of this 

project is to provide an efficient protein sequence classification system. In order to build the 

model, a combination of techniques like Natural Language Processing for feature extraction 

like TF-IDF along with machine learning algorithms such as Decision Tree and Random Forest 

and Word Embedding using keras with deep learning models like Convolutional Neural 

Network and Long Short-Term Memory were implemented This configuration manual 

contains the required project specifications  for hardware and software to implement the project 

in Chapter 2. Chapter 3 explains the Data Preparation followed by Chapter 4 which describes 

the implementation steps in detail and the output generated. 

 

2    Hardware Specification  
 

Operating System Windows 10 Home Single Language 

Processor  Intel(R) Core (TM) i5-8250U 

Installed Memory (RAM) 8.00GB  

System type 64-bit Operating System 

 
3   Software Specification 
 

• Installation of Anaconda and Python 3 version 

 
 

 
                                                        Figure 1: Anaconda Navigator  



4   Data Preparation 
 
The dataset is collected from Kaggle and was available in .csv format. The following link is to 

the dataset: 

 

https://www.kaggle.com/shahir/protein-data-set 

 

 

Installing Tensorflow and importing Keras for using Deep Learning. 
  

              

 
 
                                              Figure 2: Installation of Tensorflow and importing Keras 

 
Necessary libraries were imported before performing data pre-processing and EDA. 
 
 

                
                
                                                        Figure 3: Importing libraries for EDA 

 

 
The data was in the form of csv. Initially, it was loaded in Pandas Data Frame using the read 

csv function. The irrelevant columns and missing values were then removed and the required 

column labels were made appropriate. The following figure 4 shows the data after cleaning: 

https://www.kaggle.com/shahir/protein-data-set


 
                         
                                             Figure 4: Cleaned data 
 

The dataset was used for Exploratory Data Analysis (EDA), to get better understanding of the 

data by using simple, creative visualizations. 

  

                      
 
                                                Figure 5: Length of protein sequences 

 

           
                                                 Figure 6: Bar plot with top 20 frequently occurring classes 



 
 
                                       Figure 7: Imbalanced data showing variations in the length of sequences 

 

5   Implementation, Evaluation and Results of Protein Sequence  

     Classification Models 
 

 

 
 

                                                               Figure 8: Importing required libraries 



Importing the libraries required for feature extraction, feature selection, data balancing and 

implementation of machine learning and deep learning models. 

 

5.1  Transforming labels into numeric representations using Label Encoder 
 

The labels/classes were transformed using LabelEncoder() function to categorical values. 

 

 
 
                                                            Figure 9: Using Label Encoder 

 

5.2   Transform Sequences into Numeric Vectors 
 

Using TF-IDFVeectorizer() function with n-gram range (4,4) for converting sequences into 

numeric representations. Transforming the features into array by using toarray() function. 

 

 
  

                                                                    Figure 9: Using TFIDF  

  

 
Using tokenizer() for representing the sequences into numeric vectors which is passed as an 

embedding layer using Keras. The pad_sequences is used to have fixed length 
 

 

  
 

                                                                               Figure 10: Using Tokenizer 

 

 

 

 



5.3   Feature Selection using chi2 technique 

 
Chi2 and SelectKBest were used for passing relevant features to the models. 

 

 
 

                                                 Figure 11: Feature selection for machine learning models 

 

 

 

    

 
 

                                                    Figure 12: Feature selection for deep learning models 

 

5.4  Using Random Under-sampling for over-represented classes 

 
The dataset was imbalanced and hence, random under-sampling was used for to lessen the 

number of majority classes. The imblearn library offers the function RandomUnderSampler(). 

 

 
 
                                  Figure 13: Random Under-sampling for balancing the data 

 

 

5.5   Implementation Evaluation and Results of Decision Tree 
 

Decision Tree model was implemented and performed the best of all the models with an 

accuracy of 78.71%. The classification report was also developed. 

 



 
 
                                                                      Figure 14: Decision Tree Classifier 

 

 

 
 

                                                          Figure 15: Classification Report for Decision Tree 

                                 

 

5.6   Implementation, Evaluation and Results of Random Forest 
 

Random Forest Classifier was implemented and it also, achieved a good accuracy of 77.24%. 

The RandomForestClassifier() was used for executing the model. The classification report 

was evaluated for the multi-class labels. 

 



 
   
                                                    Figure 16: Random Forest Classifier 

                                 

 

 
 
                                          Figure 17: Classification Report for Random Forest 

                                 

 

 

5.7  Implementation, Evaluation and Results of Convolutional Neural  

       Network 

 
Convolutional Neural Network was built by using embedding layer and giving the numeric 

representations as input. The model was compiled using categorical crossentropy and adam 



optimizer. The model achieved an accuracy of 75%. The classification report for CNN was 

also used as an evaluation metric. 

 

 
 
                                             Figure 18: Convolutional Neural Network using Embedding Layer 

 

                               

 
 
                                                  Figure 19: Classification Report for Convolutional Neural Network 

                                 

 



5.8  Implementation, Evaluation and Results of Long Short-Term Memory 

 
The Long Short-Term Memory was implemented by using embedding layer. This model used 

a single LSTM layer and dense layer as output layer. The model did not perform well and 

showed poor accuracy of %. A classification report for LSTM was also generated to 

investigate values for multi-class labels. 

 

 
                                            

                                              Figure 20: Long Short-Term Memory using Embedding Layer 

                                 

 

 
 
                                             Figure 21: Classification report for LSTM 

 



6   Comparison of the machine learning and deep learning models 

 
The comparison of the developed models is done by using visualization in python. It is clearly 

seen that Decision Tree and Random Forest performed better than Convolutional Neural 

Network and Long Short-Term Memory. Hence, machine learning models with TF-IDF are 

efficient than deep learning models with Word Embedding. 

 

            
 
                                  Figure 22: Comparison between the developed models 

 

 

7  Conclusion 

  
Both Machine Learning models performed well. But, Decision Tree out-performed all the 

models. Random Forest also achieved good performance. Convolutional Neural Network 

achieved accuracy slightly less than Random Forest and Long Short-Term Memory showed 

lowest accuracy of all the models. 

Thus, Machine Learning models performed well with TF-IDF as feature extraction technique 

than the Deep Learning models. 
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