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Abstract 

Classification of glaucoma with high accuracy is most critical in slowing down 
glaucoma at an early stage. For the detection of glaucoma using fundus images, an analysis 
of an expert is required. The purpose of this research is to classify glaucoma in the Mild 
and severe category. A MESSIDOR dataset consists of 3200 fundus TIFF images were 
used.  These images were converted in jpg before using for further analysis. In this study, 
six classification deep learning models were used. VGG16, VGG19, InceptionV3, 
InceptionResNetV2, ResNet50 and DenseNet16 9 to classify glaucoma in Mild and Severe 
categories. In this study accuracy of all the model are examined. From all the deep learning 
models used in this research, DenseNet169 was able to produce an accuracy of 85.19%. 
This strategy was successful in classifying the glaucoma stage using fundus images with 
highest accuracy achieved based on known previous researches. 

 
1 Introduction 
 
Glaucoma is an ocular eye disease, which is also called a group of eye disease. Glaucoma is an 
irreversible eye disease (Thakoor et al., 2019) Millions of people are suffering because of this 
disease. Every year numerous people around the globe lose their vision due to glaucoma. In 
one of the studies, it was found that 60.6 million people were affected with primary open-angle 
glaucoma (POAG) by 2010. furthermore, studies show that this number will go high as 80 
million by the end of 2020 and 111.8 million by 2040 (Qin et al., 2019). 

1.1 Research Motivation and Background 
Glaucoma causes due to high intraocular pressure inside the eye. This ends up damaging the 
optic nerve, and damaged optic nerve form a blind spot Fig 1, damage optic nerve fibbers are 
hard to detect in early stages. It has been seen that by the time it is identified, the optic nerves 
are significantly harmed. The work of the optic nerve is to send the signal to the brain once the 
optic nerve is failing to do so, this started causing blackspot and partial blindness. To 
differentiate the normal vision and glaucoma vision can be done by more than one way, IOP 
calculation and cup to disk ratio value. A normal person has an IOP of 14-16 millimetres of 
mercury, till 20 millimetre’s is considered safe, more than 20 millimetres’ is falling into the 
glaucoma category. Stages of Glaucoma can be determined by the calculation OD and cup 
ratio. If the ratio goes up to 0.3 it is considered as a healthy eye, between 0.3-0.5 is called mild 
glaucoma, the ratio between 0.5-0.8 Severe level of glaucoma and more than 0.8 is considered 
as a critical level glaucoma.  Glaucoma cannot be fully treated but it can be slowed down. If it 
can be identified at an early stage.  
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The convolutional neural network has shown tremendous results in the field of image 
classification with the help of transfer learning and various other techniques can help easily 
cheaply and quickly identify then at an early stage. this will help clinic trials and can work as 
a second opinion to any practitioner professionals. 
 

 
Figure 1: Fundus Images with Normal and Glaucoma vision 

 
1.3 Research Question 
 
This research question engraves, the necessity to perceive, interpret, and execute different 
classification techniques using deep learning on fundus images, in order to classify glaucoma 
various stages. why glaucoma classification and why deep learning? glaucoma is a chronic eye 
disease and the leading causes of blindness (Gaddipati et al., 2019). Classification of glaucoma 
in early stage helps slow it down. CNN has shown great results in image classification in recent 
years, it is vital to understand to what extent CNN and transfer learning can classify different 
stages of glaucoma using fundus images. 
 
RQ: “How well can classification using deep learning, transfer learning and segmentation 
improve identification of glaucoma (mild/severe)?” 

1.2 Research Objectives and Contribution 
 
The subsequent research purpose in Table 1 will be reviewed and performed in detail in order 
so, that the research proposal can be acknowledged. 
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Table 1 Research Description and Objectives 

 
obj Description Evolution 

Metrics 
1 A critical analysis of the existing research on Glaucoma 

segmentation, and classification (2018-2020) 
 

2 Data preparation Segmentation, CDR calculation, cropping, 
feature extraction. 

 

3 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
 

Implement CNN Models to classify Glaucoma stages. 
Implement VGG16 
Implement VGG19 
Implement ResNet50 
InceptionV3 
Implement InceptionResNetV2 
Implement DenseNet169 

 
 

Accuracy 
Loss 

Precision 
Recall 

f1 Score 

4 A comparison of developed models (Objective 3)  
5 Comparison of implemented models with (Objective 4) vs 

existing models. 
 

 
2 Related Work 
 
Glaucoma classification with fundus images is a tidy task to accomplish. Various steps would 
be required to work together to complete this task. An automated system would solve this 
issue, which can accept a fundus image and predict the glaucoma stages. Due to the recent 
success of the machine learning approach in the field of image-based classification, a lot of 
research has taken place.  In this study, multiple modelling strategies will be analysed. The 
study will help understand, get quality results. 

2.1 Cup and Disc Segmentation from Fundus Images 

Optic disc (OD) and cup segmentation are an important step towards glaucoma detection.  The 
author (Joshua et al., 2019) has utilized the advanced U-net model to segment OD value from 
fundus images. The data set used for this work is DRISHTI-GS. The author has cropped fundus 
images to the OD location. then the contrast of the images is further improved by stretching to 
help understand optic cup (OD) boundaries, then histogram equalization performed on the 
images. this technique performed much better than sliding- window models and achieve an 
accuracy of 99%. The author has done great work to achieve better accuracy, but dataset used 
in this paper has only few hundred images, accuracy can go down if we use images with a large 
dataset which is available in different shape size and different resolutions, whereas (Sun et al., 
2018) has used a new pipeline technique, to segment OD retinal fundus images with the help 
of deep object detection networks. OD boundaries are measured by prognosticated bounding 
box into a vertical and non-rotated oval shape, ORIGA data set is used with R-CNN as an 
object detector because of the flexible nature and achieved an accuracy of 93.1%.  

In an, another study is done on the Drishti dataset by (Manabe et al., 2019) to segment 
automatic optic disc and cup segmentation, using a fully connected neural network (FCN), due 
to this approach does not require cropping of OD region for cup prediction. this approach 
performs better and produces a better F1 score in comparison with the state-of-the-art solution, 
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although the author has not mentioned any other details of this study make this study little open 
to discussion furthermore. 

In research (Cheng et al., 2013) a technique is proposed to Segment using super pixel 
classification, this approach author has used a histogram and centre-surround statistics 
technique is used to distinguish disc or non-disc area. To evaluate the quality of the OD 
segmentation self-assessment reliability score is used for this study 650 images were used result 
produced by this study shows the area under the curve of 0.800. 

The Author (Manabe et al., 2019) proposed a segmentation technique to overcome an issue of 
laparoscope control for cholecystectomy. In this technique, the author introduced a common 
transposed convolution, the flip-based subpixel reconstruction. The throughput achieved using 
this approach is claimed in the paper will be sufficient for a clinical trials of laparoscope robots 
using Nvidia GTX 1080 GPU. The author has mentioned due to insufficient learning dataset 
max accuracy achieved was 61.2%, results could have been better by applying some other deep 
learning techniques such as transfer learning or utilizing u-net modal for segmentation.  

 In a research (Fu et al., 2018) used multilabel deep network and polar transformation network 
is also called as M-Net, to segmentation optic disc (OD) and optic cup (OC). the author has 
used a multiscale input layer with a convolutional neural network (CNN) of U- shape. This 
approach forms an input of multiscale which helps achieve multiple levels receptive this helps 
to boost the performance of the model. for this research ORIGA, a dataset with the help of 
multilabel loss function segmentation of OD and OC is done together. the author has done 
really good work because with segmentation overfitting is always an issue having a multi-label 
loss function make sure overfitting will not take place. 

In a research (Aloudat et al., 2018) has proposed a technique in which examining front eye 
images intraocular pressure (IOP) pressure can be calculated, In this research 400 frontal eye 
images were used and using decision tree on MATLAB six other features were extracted, and 
this model performed well and achieved an accuracy of 95.5%. feature extracted from frontal 
eye images were Pupil/Iris ratio, red area percentage, and in mean redness level of the sclera, 
and three novel features from the sclera contour (angle area, and distance). The author has done 
a great job, this technique can help clinical trials produce results in a very quick and precise 
way. 

In a research (Patel, 2018) proposed to segment optic disc and cup ratio threshold approach 
was taken by the author, apart from this a binary image segmentation is also performed again 
on both red and green channels individually for both cup and disc values. this work is done 
using python and open cv. an interesting finding in this research was a combination of the G-
R color channel has a big difference in the cup to disk ratio (CDR) between healthy funds 
images of an eye and glaucoma fundus images of an eye. 

(Qin et al., 2019) aimed a general procedure for the automatic segmentation of optic disc and 
cup. this technique is based on a fully connected layer (FCN). To localization the disc a pre-
processing method is created. optic disc and cup segmentation most of the state-of-the-art 
techniques are using single region segmentation but the proposed method can segment both 
methods simultaneously. To accomplish this task Hough circle detection is used. This approach 
is able to identify the region of OD and OC very well the author has done a great job utilizing 
a single segmentation technique with he helps of image preprocessing and Hough principal. 
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In the research of (Issac et al., 2015) has proposed a method to segment optic disc (OD) and 
optic cup (OC). In this research adaptive thresholding technique is used to obtain the feature 
from images. standard deviation is used to remove unwanted information from fundus images 
red and green channels. OD is segmented from the green channel and OC is segmented from 
the red channel. The proposed approach has achieved segmentation with an accuracy of 92.06% 
in a very quick time. This approach can be beneficial for large images data set and a real-time 
application as well. 

2.2 Convolutional Neural Network with Transfer Learning 
 
In the study of (Aloudat et al., 2018) convolutional neural network (CNN) is used to distinguish 
between glaucoma and non-glaucoma images. A fully connected CNN is used to achieve 
classification. A total of 477 fundus images used in this research, the author has not used any 
additional feature extraction.  Still, the score achieved by a fully connected network (FCN) is 
quite good. Accuracy, specificity, and sensitivity of 88.2%, 90.8%, and 85%, This results 
explain that CNN is a useful technique in the field of glaucoma classification, there is some 
limitation, this research dataset size is not large, transfer learning and augmentation is not used 
to increase the scores, whereas in another research (Norouzifard et al., 2019) has used transfer 
learning on 277 ONH photographs, a small size dataset causes overfitting issues, to overcome 
this problem transfer learning used, two pre-trained models InceptionResNet-V2 and VGG19. 
The result shows InceptionResNet-V2 accuracy is better than VGG19. The specificity and 
sensitivity of the InceptionResNet-V2 model recorded at 100 % and 90.1%. The use of this 
technique raises some questions? If the dataset size is not big enough then, why not use 
augmentation, regularizes, and dropouts. 
 
Data Augmentation is an important technique in convolutional neural networks (CNN).In this 
research (Z. Wang et al., 2019) to diagnosis of glaucoma  using active learning and adversarial 
data augmentation is used. Two major issues of glaucoma classification are discussed in this 
study. It is difficult and expensive to label a large amount of data. 
Severe data imbalance makes the classifier easily over-fitting. To address the first issue an 
autoencoder is trained on labelled and unlabelled data to extract the features and with the help 
of active learning annotate data from the unlabelled dataset and to deal with overfitting issue 
deep convolutional generative adversarial network (DCGAN) is used. Overall this is a very 
good approach to deal with unlabelled data this can help get better accuracy in the 
convolutional neural network. Also, the score achieved 96% by this technique is better than 
other state of the art techniques, such as No augment and Augment by designed noise, 
furthermore an another research carried out using DCGAN (J. Wang et al., 2019) proposed a 
technique, that will help label images with the help of auxiliary domain images. To accomplish 
this task an adversarial transfer learning method is used. Under the condition on label 
information to match the distributions of source and target domains. It is a unique approach to 
deal with distribution in comparison with other available techniques where marginal 
distribution matching only. To carry three different datasets is chosen. Recall, F1, and G-mean 
scores of the ORIGA dataset achieved 0.8191, 0.6968, and 0.8007]. The author has done a 
great job of introducing a new way to label the training data by utilizing auxiliary domain 
images. 
 
In the study of (Liao et al., 2020) proposed a network called EAMNet this will help in the 
diagnosis of glaucoma and also on highlighting the sharp regions. This is a novel scheme 
proposed, in this study where aggregating features from different scales to promote the 
performance of glaucoma diagnosis. This is also referred to as the M-LAP technique, it 
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generates glaucoma activation, which helps fill the gap between location and global semantical 
diagnosis. AUC curve value achieved (0.88) in this approach beats the state-of-the-art solution. 
This technique is unique and useful this will also solve the shortage of interpretability of 
convolutional methods. The author has done, a great job, this approach will help weakly- 
supervised optic disc segmentation in clinical trials. 
 
In this research of (Serener & Serte, 2019) a transfer learning approach is proposed to detect 
glaucoma using Resnet-50 and Google Lenet. In this approach Google Lenet model outperform 
Resnet-50. Here UC achieve in Google Net and Resnet is 0.91 and 0.84 respectively. This study 
has shown good results but a lot more image net model is available which, a fair comparison 
with those models would be required to understand and say that google Net is the best model 
for glaucoma classification and producing state of the art solution. Whereas in research of 
(Phasuk et al., 2019) an ensemble method is proposed to detect glaucoma in this technique 
multiple model is used with artificial neural network (ANN). This technique is shown results 
that beat the result of a deep neural network DENet using a public dataset. This approach can 
be useful in some cases where CNN is not producing better results, but CNN has to offer a lot 
of things and having GPU and TPU enabled cloud platform and with the help of transfer 
learning, CNN still can be the best option available in glaucoma classification. 
 
In this research (M. Li et al., 2019) with other researchers conducted research and proposed a 
machine learning procedure, A large dataset is an essential thing to have in case of CNN with 
fewer data results cannot show great results with deep learning in application it is required to 
have a big dataset. In this study, researchers are attempting to solve this issue. At first, the 
model is trained on a nonmedical labeled dataset and after that fine-tuned and trained on a 
fundus image dataset. A self-trained strategy is applied to predict the labels for the unlabeled 
dataset, this approach can help in terms of low data and despite having low data results can be 
produced on high accuracy. 
 
In this research, (Ferreira et al., 2020) has proposed a method for the segmentation of the 
anterior area by analysing optical coherence tomography images to classify angle-closure 
glaucoma, using transfer learning. The proposed method for angle-closure detection is 
distributed in four different steps at first acquisition and preparation of images use of AS-OCT 
to extract the feature, and at last, a multilevel network is created by the combination of CNN. 
this approach works well and produces a result of an AUC of 0.972. This approach can be 
useful even for small scale datasets. 

2.3 Capsule Network and U-Net Model 
 
In a research, carried (Gaddipati et al., 2019) is proposed to use a capsule network with 
Optical coherence tomographic (OCT) images. OCT images provide valuable information. In 
the proposed solution. The proposed model is trained on the resized input just to have a fair 
comparison. The suggested technique for the evaluation of glaucoma directly from the OCT 
volumes. Capsule network can learn highly discriminative features from OCT images. This 
network has achieved a 0.97 area under the curve value. this is a useful study that can help 
increase accuracy and extract features. 
 
In this cloud-based U-Net model Fig 2 (Civit-Masot et al., 2019) has done a study, the author 
has proposed the use of the U-Net model see in Fig 2 based on cloud application google 
cloud with TPU setup. with fundus images. to segment optic disk (OD) and optic curve (OC). 
A U-net is a deep learning model which have shown better results in the medical filed with 
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segmentation. With the recent growth in the tensor processing unit. the author has used a 
multiple dataset to segment OD and OC with a 97% accuracy this proves a TPU enabled 
machine can be very helpful when we deal with images that have lots of features and take a 
lot of to process. 
 

 
 
 

Figure 2: U-Net Model Architecture. 

 
Analysing all the related works, techniques mentioned above. CNN can be a very useful 
technique to classify glaucoma. Through the right implementations, maximum accuracy can be 
achieved in minimal time, and with a smaller dataset. Data Augmentation, Data pre-process, 
Optics disc (OD), and optic cup (OC) segmentation and calculation of cup to disc ratio and use 
of transfer learning can produce the state-of-the-art results, below few of the implementation 
is used in a modified way to produce better results. 
 
 
3 Research Methodology 
 

3.1 Introduction 
 
This research is based on Glaucoma stage classification, with the use of convolutional neural 
networks (CNN). After thoroughly scrutinizing the necessity of the research, the CRISP-DM 
strategy seems best befitted for the research. A few of the major reasons for picking CRISP-
DM are flexibility, reliability, cost, and efficiency. This approach empowers us to modify 
approach as per the research requirement. A new approach based on CRISP-DM is prepared 
and explained below Fig 3. Multiple dataset was used for this research, in section 4.3 will 
discuss the design decision involvement and justify the architecture. One of dataset was used 
to verify segmentation accuracy by comparing expert result with model prediction. Other 
dataset is unlabelled data, this data is used for research directly. 

3.2 Glaucoma Classification Methodology 
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Glaucoma classification Methodology Figure 3 was motivated by the knowledge discovery and 
data (KDD) strategy. It consists of the following stages. 1) Data Conversion: Convert (.tiff) 
images to JPG images. 2) Feature Selection: Feature selection using data Segmentation. 3) Data 
Cleaning, Optic cup (OD), and Optic disk (OD) calculation.4) Transform:  Pre-processing: 
Data is preparation for the next step by calculating the cup to disk ratio. 5) Data Mining: Model 
architecture and their implementation and execution using Keras and TensorFlow. 6) 
Evaluation: All the results assessed and interpreted. 
 

3.3 Research Understanding  
 
The initial phase of the glaucoma classification methodology is the research objectives.  
Collected information is converted into a machine learning problem. Here, overall planning for 
the research conducted, and the goal of the research is well presented. The main objective of 
this research is to create a system that can classify the glaucoma stages using a fundus image, 
which can utilize minimum resources and provide maximum accuracy. The outcome of the 
system would be to classify the glaucoma stages, which will help take measure precautionary 
action on disease. 
 

3.4 Data Understanding 
 
Data gathering is the initial step of any research. Due to this data availability is become an 
essential factor in the research.  In this research two image dataset is being used, DRISHTI 
dataset and MESSIDOR dataset. DRISHTI dataset has 100 images in the test and 100 images 
in train folders with additional details of the cup to disc ratio manually marked by 4 different 
experts. MESSIDOR dataset has an unlabelled 3220 images into the TIFF format. 

3.5 Feature Selection 
 
In research, it is vital to understand the data which will help answer the problems research is 
trying to solve. Here, fundus images are available in data sources and by analysing them 
glaucoma classification will be done. To classify glaucoma, two main features of fundus 
images need to be extracted. Cup value and disk value from fundus images and the ratio of 
these two will help classify images in different categories. for this segmentation, the technique 
was used which is explained in the next step. 
 
 

3.6 Segmentation 
 
An image is made as a group of several pixels.  In segmentation grouping of pixels which has 
a similar attribute is done. In simple work extracting, the required details from an image can 
be classified as segmentation. In this research, segmentation was used to extract the value of 
cup Fig 4(b) and disk Fig 4(a), so that ratio of the cup to disk CDR was calculated and fundus 
images can be classified in different categories, to work with Convolutional neural networks 
in next step. 
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Figure 3: Glaucoma classification methodology 

 
. 
 

3.7 Data Transformation 
As data were classified into multiple categories, it needs to be divided into training, test, and 
validation set. To Complete this task python is used in which a split of 60%, 20% 20% was 
done for training, test, and validation respectively. The initial format of data was in TIFF which 
is also converted into the Joint Photographic Experts Group (JPEG) format, before 
segmentation to reduce the weight of an image. The actual image dataset source has 23 
gigabytes (GB) data after pre-processing without losing the resolution data size becomes 3.2 
(GB). 
 

 
 
                                  Fig 4(a)                                                      Fig 4(b) 
 
 

Fig 4: Optic disc 4(a) and Optic cup 4(b) after segmentation 
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3.8 Modelling 
 
Pre-processed data can be used as an input into a model that is ready to use. In this research six 
classification modeling approach has been used, for further implementation. In this research, 
feature extraction is done using segmentation which helps classify the data in two Mild and 
sever Categories. further different modeling technique is used on given dataset to train models. 
In this research, six different imageNet models were used to find out how well a CNN model 
can classify the different categories of glaucoma. In this research, six proposed models are 
ResNet50, VGG16, VGG19, DenseNet169, InceptionV3, InceptionResNetV2. These models 
are simple to use and provide high accuracy because these are pre-trained models on millions 
of images and every modal is a state of the art solution provider. 

3.8.1 ResNet50 
 
(OVREIU et al., 2020) explains that residual networks are very effective to classify early-stage 
glaucoma. Early-stage detection produces great results with ResNet50 and achieve an of 
96.95%.  Through ResNet, it is possible to train network till 150+ network, earlier it was 
difficult to train deeper networks due to vanishing gradients. ResNet50 model has shown great 
success, this can help classify the glaucoma stage efficiently. 

3.8.2 VGG16 
 
(F. Li et al., 2018) use VGG16 to glaucoma and non-glaucoma visual field identification. 
VGG16 lift the accuracy score highest in compare with SVM and KNN 71% and 72 % 
respectively to 87%. This model outperforms Alexnet and achieve an accuracy of 92.7 % on 
ImageNet dataset. It will be interesting to see how well it perform when we camper with 
ResNet50. 

3.8.3 VGG19 
 
(De Moura Lima et al., 2018) used VGG19 in glaucoma diagnosis and achieved an accuracy 
of 77% on ORGIA dataset, implementing VGG19 on MESDIOR dataset can provide an insight 
how well this model perform with medical dataset and different changes in layers can produced 
better results than 77%. 

3.8.4 DenseNet169 

(Zhen1 et al., 2018) is carried a research to find the severity of glaucoma using DenseNet and 
achieve an accuracy of 75%. Using this model current dataset in this research, it will be  
Interesting to compare how well DenseNet perform and whether this research model can 
outperform and cross the accuracy of 75 %. 

3.8.5 InceptionV3 

(De Moura Lima et al., 2018) used InceptionV3 and get and accuracy of 79%. it has 48 deep 
layers, result produced by InceptionV3 can be compared with model which goes double deep 
while training, this model will be used to train and predict and compare with others which can 
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few understanding regrading training deep layers from 48and more than 48 how much 
difference it can create in final accuracy. 

3.8.6 InceptionResNetv2 
 
(Norouzifard et al., 2019) has used InceptionResNetV2 and an outstanding accuracy of 100% 
of this showcase the strength of this model. This model can be very useful in this research and 
also comparing with different modal will give us insight how much better it preforms then the 
other models on same dataset.  

3.9 Performance Evaluation  
 
To evaluate the performance of the model in this research, the technique was used such as 
accuracy value, precision, and recall rate, and finally F1 Score with model execution time. This 
evaluation is done on six modals RssNet50, VGG16, VGG19, DenseNet169, Inceptionv3, 
InceptionResNetv2. 

3.10 Conclusion 
 
A customized methodology – Glaucoma Classification Methodology was designed for this 
research project. The three-tier architecture was used for this project, in which data flows from 
the client layer to the persistent layer to the business layer and returning to the client tier with 
results. Table 1 presents a comparison of the different models to date. 

Table 2 Accuracy in previous research 

 
Dataset Classifier Accuracy Author 
Custom Private VGG16 87% (F. Li et al., 2018) 
ORGIA VGG19 77% (De Moura Lima et al., 2018) 
proprietary dataset ResNet50 96.5% (OVREIU et al., 2020) 
Princess Basma 
Hospital 
 

InceptionResNetV2 100% (Aloudat et al., 2018) 

Custom Data 
Prepared 
(Zhongshan 
Ophthalmic Center 
) 

DenseNet169 75%  
(Zhen1 et al., 2018) 

ORGIA InceptionV3 79% (De Moura Lima et al., 
2018) 

 
 
4 Design Specification 
 
The Project structure design is illustrated in Fig 5 for Glaucoma classification is a three-tier 
framework, a client layer, a business logic layer, and the data persistent layer. To develop a 
method that can classify different stages of glaucoma their austerity an architecture is designed. 
Here, tools and techniques are described which is used to complete this research. In data 
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persistent layer describe the source of data, and the business layer explains the pre-processing 
of the data, segmentation, training, and evaluation of the models, and result interpretation. The 
segmentation was performed by open CV and modeling was performed using TensorFlow and 
Keras API with the help of python in the google collab platform with a pro version scheme, 
which allows us to use GPU and a RAM of 25 GB size. 
 

 
 

Fig 5: Three Tier Design Specification for Glaucoma Classification 
 
 

5 Implementation 
 
In this section, the overall implementation of the glaucoma classification addressed. Further, 
all the actions carried out during the research will explain. The first step of the process was 
environment setup, and details about the tools used in this research. Further data segmentation, 
data splitting, and image processing take place, further detailed analysis of model design and 
working is explained. 

5.1 Environment Setup 
 
In this research, a 16Gb RAM macOS is used. Two IDE is used for this research spyder for 
local use and googles colabPro version. Programming language Python 3.75 is used and for 
data storage unit AWS S3 bucket is used and google drive is used. 

5.2 Data Pre-processing and Transformation 
 
In this research two dataset was used named as DRISTI and MESSIDOR. DRISHTI dataset 
has 100 images with four experts predicted cup to disc (CDR) ratio available in Kaggle. In 
MESSIDOR dataset has 3220 TIFF images. MESSIDOR dataset images TIFF image converted 
using python in same dimension as it was in TIFF format. 
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5.2.1 Segmentation 

In this step, A python model with the help of open CV has developed. In this approach cup to 
disk, value is calculated from the DRISHTI dataset. To validate the results of the model 
compared to Table 2 with the given CDR values by four different glaucoma experts. this model 
shows an accuracy of 85%. This gave them the confidence to use this model on the MESDIOR 
dataset to calculate the CDR. After calculating CDR of 3220 images. It was overserved that 
out of 3220 images only 1000 images fell into a mild and severe condition of glaucoma. CDR 
values more than 0.5 and above fell in Mild and severe categories. So, Images were split into 
mild and severe categories for further modeling.  

5.2.2 Image Pre-processing & Splitting 
 
In this step image pre-processing took place and circular images were extracted from actual 
image data and the unwanted black background was removed from the dataset, further divided 
into three different categories for machine learning modeling. 
 

5.3 Classification Techniques 
 
In this section, an explanation of multiple convolutional neural networks explanation will take 
place by which is used in this research to classify glaucoma. In this research, all the models 
that were used are ha given state of the art results and trained on millions of image dataset 
imagenet.  
 
 

5.3.1 VGG16 
 
VGG16 significantly exceed the former model in ILSVRC-2012 and ILSVRC-2013 
competitions. Three fully connected (FC) layers accompany a stack of convolutional layers in 
the first two layers have 4096 channels all, it uses the final layer as SoftMax. This model has 
shown great results in the field of Image classification with normal and medical images,  (Fei 
Li et al, 2018) has performed research and achieved an accuracy of 87%, Results are discussed 
on details on in evaluation section. 

5.3.2 VGG19 
 
VGG19 has 19 convolutional neural networks trained on image net dataset and it has 19 layers.  
VGG 19 is the extended version of VGG16 and in research of  (Alan Carlos de Moura Lima at 
el, 2018) it can be seen how well VGG19 performed and produce an accuracy of 77% so this 
model was implanted and results was disused in details in evaluation section.  

5.3.3 RestNet50 
 
ResNet50 has 50 layers, and pre-trained on the image-net dataset and produce and accuracy 
which is state of the art. Residual architecture is very useful in biomedical images research 
carried by  (Silvia OVREIU et al, 2020) performed well and achieve an accuracy of 96.5%, 
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ResNet50 model is implemented over MESSIDOR dataset in this research and results are 
discussed in details in evaluation section. 

5.3.4 InceptionV3 
 
Inception V3 is a widely used image classification model it has achieved more than 78.1% 
accuracy on the ImageNet dataset.  (Alan Carlos de Moura Lima at el, 2018) carried research 
and achieved an accuracy of 79%. The model was implemented on the MESSIDOR dataset 
and results are discussed in detail in the evaluation section. 

5.3.5 InceptionResNetV2 
 
Inception is a convolutional neural network and achieve a state-of-the-art accuracy in ImageNet 
dataset in ILSVRC image classification benchmark. A research carried out by (Aloudat et al., 
2018) and achieved an accuracy of 100%. InceptionResnet model was used to classify 
glaucoma in this research and results are discussed in detail in evaluation section. 

5.3.6 DenseNet169 
 
DenseNet169 is a convolutional neural network, can be substantially deeper, more accurate, 
and gives the state-of-the-art result on the ImageNet dataset. Research carried out  
by  (Yi Zhen at el, 2018) and achieved an accuracy of 75%. ResNet169 is implemented in this 
research and results are discussed in the evaluation section of the report. 
 
 
 
 
6 Evaluation and Results 
 
 In this evaluation section, a thorough and complete review of the evaluations and results 
achieved by implementing different convolutional neural networks (CNN). The best 
performing models and parameters were chosen. In this research six models were selected 
which was used for classification of glaucoma VGG16, VGG19, InceptionV2, 
InceptionResNetV2, ResNet50, DenseNet169. 

6.1 Evaluation 
 
To evaluate the implemented models following metrics were used and briefly explained. 
 
Accuracy: A model accuracy depends on the number of accurate predictions over the overall 
number of predictions. 
 

	

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑐𝑜𝑟𝑟𝑒𝑐𝑡	𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
𝑇𝑜𝑡𝑎𝑙	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠  

 
Precision: Precision can be calculated as total number of correct predictions over total number 
of correct predictions plus total number of false positive.  
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	
𝑇𝑃

𝑇𝑃 + 	𝐹𝑃 
Recall: Recall can be calculated as total number of correct predictions over total number of 
correct predictions plus total number of false negative 

𝑅𝑒𝑐𝑎𝑙𝑙 = 	
𝑇𝑃

𝑇𝑃 + 	𝐹𝑁 
 
F1 Score: Mean of precision and recall is called as consider as F1 score.  

6.2 Results  
 
The results demonstrated below are collected in the experiment form so, the best classification 
model for glaucoma can be identified. These experiments are conducted based on criteria of 
Accuracy, Precision, Recall and F1 Score received during evaluation. 

6.2.1 Experiment 1: VGG16 
 
In this experiment, a fine-tuned model used. In this process, different optimizers were used 
with different learning rates. Fine-tuned model and Stochastic Gradient Descent (SGD) 
optimizer with a learning rate of 0.005, loss function categorical crossentropy with 50 epochs 
an accuracy of 63% were noted. This fine-tuned model was able to produce precision, recall, 
and f1 score 60%, 90%, and 72% respectively. Training with more data can increase the 
accuracy. Training accuracy against validation accuracy graph Fig: 6 (a) and training loss 
against validation loss graph Fig: 6(b). 
 

  
           Figure 6 (a) Training Accuracy          Figure 6(b) Validation Accuracy 

6.2.2 Experiment 2: VGG19 
 
In this experiment, multiple combinations of the optimizers were tried (i.e. Adam, SGD) with 
different learning rates. A fine-tuned model VGG19 with Stochastic Gradient Descent (SGD) 
optimizer with a learning rate of 0.001, categorical cross-entropy loss function used with 50 
epochs an accuracy of 61% achieved. This fine-tuned model was able to produce precision, 
recall, and f1 score 75%, 71%, and 71%, respectively. Training with more data can increase 
the accuracy. Training accuracy against validation accuracy graph Fig: 7(a). Training loss 
against validation loss graph Fig: 7(b). 
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                 Figure 7 (a) Training Accuracy     Figure 7(b) Validation Accuracy 

 

6.2.3 Experiment 3: Inceptionv3 
 
In this experiment multiple combinations of the optimizer (i.e. Adam, SGD) with different 
learning rate is tried. Using a fine-tuned model and SGD optimizer with a learning rate of 
0.005, loss function categorical_crossentropy with 50 epochs an accuracy of 80% was noted. 
This fine-tuned model was able to produce precision, recall, and f1 score 75%, 71%, and 71% 
respectively. Training with more data can increase the accuracy. Training accuracy against 
validation accuracy graph Fig: 8(b).Training loss against validation loss graph Fig: 8(a). 
 

 
 
             Figure 8 (a) Training Accuracy         Figure 8(b) Validation Accuracy 

6.2.4 Experiment 4: InceptionResnetv2 
 
In this experiment multiple combinations of the optimizer (i.e. Adam, SGD) with different 
learning rate is tried. Using a fine-tuned model and SGD optimizer with a learning rate of 
0.005, loss function categorical crossentropy with 50 epochs an accuracy of 61% was noted. 
This fine-tuned model was able to produce precision, recall, and f1 score 75%, 71%, and 71% 
respectively. Training with more data can increase the accuracy. Training accuracy against 
validation accuracy graph Fig: 9(a). Training loss against validation loss graph can be seen and 
Fig: 9(b). 
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             Figure 9 (a) Training Accuracy      Figure 9(b) Validation Accuracy 

 

6.2.5 Experiment 5: ResNet50 
 
In this experiment, three custom layers were created and trained by stoping all the other layers 
and multiple combinations of the optimizer (i.e. Adam, SGD) with different learning rate is 
tried. A model with adam optimizer performed well, after that all the layers were trained, using 
binary cross-entropy and Adam optimizer with a learning rate of 0.005 on 10 epochs and the 
model was able to get an accuracy of 56% was noted. This fine-tuned model was able to 
produce precision, recall, and f1 score 64%, 70%, and 67% respectively. Training with more 
data can increase the accuracy. Training accuracy against validation accuracy graph Fig: 10(a). 
Training loss against the validation loss graph Fig: 10(b). 

Figure 9 (a): Model Accuracy               Figure 9(b): Model Loss 

 
                Figure 10 (a) Training Accuracy                        Figure 10(b) Validation Accuracy 

 

6.2.6 Experiment 6: DenseNet169 
 
In this experiment, multiple combinations of the optimizer tried but Adam performed well with 
different learning rates is tried. Three custom layers were created and trained by freezing all 
the other layers. Loss function categorical cross-entropy was used and the model has trained 
on 50 epochs. The trained model was able to achieve an accuracy of 85.95%.  The model was 
able to produce precision, recall, and f1 score 75%, 71%, and 71% respectively. Training with 
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more data can increase the accuracy. Training accuracy against the validation accuracy graph 
Fig: 11(a)  and training loss against the validation loss graph Fig: 11(b).  
 

 
                  Figure 11 (a) Training Accuracy                            Figure 11(b) Validation Accuracy 

 
 
7  Discussion and Comparison of Results 
7.1.1 Experiment 7: Comparative Study of Classification Models in Terms of 

Accuracy 
 
In this section comparison between the accuracy of the different models implemented in this 
research is done. In Fig 12 it can be observed Densenet169 was performing well and acquiring 
accuracy of 85.19%. 
 

 
 

Figure 12: CNN Mode Accuracy comparison (obj3) 
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7.1.2 Experiment 8: Accuracy Comparison Between Current and Previous 
Researches 

In this section, an accuracy comparison Table 3 between previous research and current research 
was done. objective 4 is completed of this research. Section 1subsection 1.3 is completed. 
DenseNet169 was able to achieve an accuracy of 85.19 which is better than previous research. 

Table 3 Model Accuracy comparison (Objective 4). 

Dataset Classifier Accuracy Author 
Custom Private VGG16 87% (F. Li et al., 2018) 
ORGIA VGG19 77% (De Moura Lima et al., 2018) 
proprietary dataset ResNet50 96.5% (OVREIU et al., 2020) 
Princess Basma 
Hospital 
 

InceptionResNetV2 100% (Aloudat et al., 2018) 

Custom Data 
Prepared 
(Zhongshan 
Ophthalmic Center 
) 

DenseNet169 75%  
(Zhen1 et al., 2018) 

ORGIA InceptionV3 79% (De Moura Lima et al., 
2018) 

MESSIDOR DenseNet169 85.95% Current Research 
 
In this research, deep learning models 6pretrained models VGG16, VGG19, InceptionV3, 
InceptionResNetV2, and ResNet50 and DenseNet169 were used. for feature extraction 
segmentation were used with the help of open cv and python programming language. These 
methods were trained in 661 images up to 50 epochs with various combinations of pre-trained 
models and custom layers, SGD and Adam optimizer used to optimize the performance, to 
handle loss, binary cross entropy, categorical cross entropy used. to manage overflow data 
augmentation is used. DenseNet169 performed well and achieve the highest accuracy. 
Validation accuracy is not up to the mark that further needs to be improved. Although the 
research goal was met it can further be improved by cropping images very close to CDR values, 
for segmentation U-Net modal can be beneficial. The limitation in this research was 
accomplishing more sets of fundus pictures that could help train model well and accuracy will 
increase further. The field of study can be expanded to other related fields such as, Diabetic 
retinopathy classification system. 
 
Conclude the research question (chapter1, sub-section 1.3) has been solved and all the 
objectives (chapter 1, Table 1) have been implemented Table 3 and (chapter 1, subsection 1.2) 
objective is also achieved in Fig 12. 
 
 
8 Conclusion and Future Work 
 
To conclude all the findings of this research. Glaucoma classification into a mild and severe 
category is done, the system was able to classify fundus images into mild and severe categories 
with the highest accuracy. In the end, all the implemented models were compared to assess the 
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resulting quality. DenseNet169 was able to obtain the highest accuracy of 85.19%. 
InceptionResNet was also able to achieve 80% accuracy, VGG16, and VGG19 achieved an 
accuracy of 63%, 61% respectively.  

 
In further research on glaucoma classification, can be done by utilizing caps net, in a few of 
the research it has been observed that caps-net perform well especially with medical images. 
Due to limited time and resource availability, further hyperparameter tuning and testing were 
not performed in this research. In the future, more images in mild and severe categories should 
be added in the dataset for better results and validation scores. This study was based on 
reinforcement learning because the DRISRI dataset was used to build a model for segmentation 
which we used later to predict CDR value of the MESSIDOR dataset.  In the future, the U-Net 
model can be used to do segmentation. A supervised technique can benefit from known features 
and already categorized images. 
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