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1 Introduction 
 

This manual gives a proper description and the steps taken while performing the research to 

check if Deep Learning architectures are capable of recognizing the subjective aspect of the 

question and answer. Below are the configuration of the system on which the research was 

carried on: 

• Intel Core I5 Processor with 8 GB RAM and x64 processor 

 

2 Requirements 
 

The complete research was done using the Google Colab notebook, for running the project in 

the local machine python 3.7 and TensorFlow 2.0 are required and some pre-trained model 

which can be downloaded from below links. 

• BERT model : https://tfhub.dev/tensorflow/bert_en_uncased_L-12_H-768_A-12/2 

• Universal Sentence Encoder Model: https://tfhub.dev/google/universal-sentence-

encoder/4 

• GloVe Pre trained Embedding can be downloaded from the link: 

https://nlp.stanford.edu/projects/glove/  

3 Dataset 
 

The dataset used in the research were downloaded as csv file from the Kaggle website which 

hosted the Google competition, through the link https://www.kaggle.com/c/google-quest-

challenge/data  

4 Exploratory Data Analysis and Data Cleaning 
 

First the data was downloaded from the Kaggle website then all the important libraries are 

imported for the project 
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Trian.csv file is then loaded into DataFrame and some preliminary analysis of data is done to 

understand the data. 

 

 

 
 



 
 

 

 

 
Ongoing through the above bar chart we could make out that most question answer pair were 

technological category and from pie chart we could make out the most question were from 

StackOverflow website. Moving ahead with cleaning of the text data. 



 
 

 

 
Text data is cleaned with help of regular expressions and misspell dictionary, moving ahead 

with the data pre-processing and modelling of BERT model. 

 

 

5 Creating a custom callback function 
For the evaluation part while training, a custom callback function was used, which at the end 

of every epoch will calculate the spearman correlation of all the 30 validation attributes with 

the predicted attributes and give the average results, this custom callback function is used while 

training of all the three models. 

 



 
 

 
 

  While calculating the results or score for the comparison of the model, average correlation 

score of all 30 attributes in the test dataset with the predicted attributes is done, and the average 

spearman correlation score is the final score for all the three models. 
 

 

6 Data Pre-Processing for BERT Model Training 
BERT model takes input data in a specific format with [CLS], [SEP] and [MASK] tokens 

below code converts the text data into numerical data as expected by the BERT model 

 

 

 



 
 

 

 



 
 

 
 

 From the above output we could make out that 6079 rows of text data got converted to the 

BERT input format. 

 

 

7 BERT Model Training 
  Taking the formatted input and then building a BERT model with extra global average pooling 

1D layer to make the output in one dimesion and then having another dense layer with sigmoid 

activation function as an output 

. 

 

 

 



 
 

 
 

 

 

      Once the model is defined now the model is trained directly and with K-fold cross validation 

but the training results seems better in the K-fold cross validation technique as shown below. 

 

 

 
 



 
 

 

 
     Once the model is trained we could see that the spearman correlation score is 0.37 for the 

validation data when we run the test data on the model we could get the score of 0.35 

 

 



 
 

 

 
 

8 Data Pre-Processing for LSTM (GloVe Embedding) Model 
For the pre-processing the text data is converted into specific tokens with the help of keras 

preprocessing library then these tokens are mapped with the pre trained  GloVe token file which 

is downloaded from the above link. 

 

 

 



 
 

 

9 LSTM Model Training 
 Once the text is converted and mapped to the pre-trained GloVe vectors now the model is 

created which is a combination of LSTM and CNN architecture inspired from the research by 

(Lee and Dernoncourt, 2016) to get the optimal performance. 

 

 



 
 

 
 

 
 

 



 
 

 
 

 

 

 

 

 
The validation score while training the model is 0.26 and the test score of the model is 0.23 

which is not comparable with the BERT model score which we got earlier. 

 

10 Pre Processing The Data for Universal Sentence Encoder 
Same as word embedding model the text in the dataset is converted into vectors the only 

difference is that the complete sentence is converted into a vector for rather than the word. 

 



 
 

 

 
 

 
 

11  Universal Sentence Encoder Training 
Once the sentences in the dataset are converted into vectors these vectors are trained into a 

neural net model with one input layer 2 hidden layers and an output layer with sigmoid 

activation function. 



 
 

 
 

 
 

 

 



 
 

 

 

 
 

 
 

 



 
 

     The score for the Universal Sentence Encoder for validation training is 0.381 and the test 

score is 0.37, which outperforms the BERT and LSTM model. Even while going through the 

individual correlation score of each attribute, it is clearly visible that Universal Sentence 

Encoder model is able better understand the subjective aspect of the given question answer 

pairs. 

 

12 Extra Experiments with the BERT model to Increase the 

Performance 
To increase the performance of the model a hypothesis was assumed that model was not giving 

optimum performance because of different categories of the data. To overcome the challenge 

the dataset was divided into two separate groups each having similar categories. Technology, 

StackOverflow and Science were kept together whereas life arts and culture were kept together 

in separate database. The BERT model was trained again with only taking the technology group 

and the readings were taken. While going through the results we could make out the spearman 

correlation which was 0.37 at the time of training complete dataset is reduced to 0.30 when 

taking sub set of the dataset, thus proving the hypothesis wrong.  
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