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Configuration Manual 

Monisha Lakshme Gowda 

(x18195261) 

 
1 Introduction 

 
This design manual contains comprehensive guidance on applying the I.T approach implemented as 

result of both the Traffic Incident Forecasting study thesis utilizing Computer Analytics and 

maladaptive cognitive. The framework requires all measures being taken to apply the approach. The 

specifications for device setup would be as shown in: 

 

• Processor used in the study: intel core i5 1.8Ghz DDR3 

• RAM configuration: 8GB 

• System: x64 processor 

 

2 Environment Setup 

Anaconda software can also be used to develop the project. The version of the python which is 

installed is 3.7. The complete software is available in the internet. The link is: Anaconda. As 

the compatibility and speed of Google Colab is better than Jupyter notebook, end to end 

development of the project is made in Google Colab. But the implemented code can be executed 

in Jupyter Notebook also. The Google Colab is online execution platform. The link for the 

Google colab is given here Google Colab. 

 

3 Datasets 

 
The dataset for the prediction of Traffic accidents is retrieved from the data.gov. As the historical 

data is necessary for the research traffic accidents dataset of UK which consist of 2012-2014 data 

entries.  

                 

4 Assessing the datasets 

Initially required libraries are imported from the (libraries are pre-installed in the software). 

This step is a crucial step to libraries contains required package which we need to use during 

the implementation. The required libraries are mention bellow: 

 

https://anaconda3-2019-03-python-3-7-3-64-bit.updatestar.com/en
https://colab.research.google.com/notebooks/intro.ipynb
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 Next the dataset is loaded   from the local device by setting the root directory. This directory can be 

changed by   giving the dataset downloaded   path. Then the dataset is loaded into the data frame. 

 

 

 
 

 

5 Merging the Dataset 
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After the concatenation the dataset consists of following variables.  

 

 
 

 

 

6 Data Cleaning and Feature Engineering   
 

The data may contain null values, duplicates values which may disturb the model accuracy. Hence, 

null and duplicate values are dropped. The format of date, time and year is changed according to the 

requirement 

 

 
 

 
 

 

7 Exploratory Data Analysis 
 

For better understanding of the data, EDA process is carried out using the variables of the dataset. 

This process explains the what kind of data is present in the dataset. Different types of graph are used 

to explore the different variables.  Conducted EDA is given bellow  
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8 Feature Selection 

The dataset consists of 33 variables along with the complete UK data entries, but for the 

research required variable and data is extracted. Here, data of 33 London Brough’s is extract 

and concatenated data as per the Brough’s names. Finally, the dataset consist of 83621 data 

entries. 

 

 
 

 
 

 
 
 
9 k-NN Distance 

 
 The k-NN distance is identified to calculate the distance between the accidents. So that the distance 

can be defined in the DBSCAN to form a cluster. 
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10 DBSCAN Clustering 

 

Clustering of the accidents spots is made by using the k-nn distance 

obtained by finding the distance within the accident’s points  
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11 Negative Sampling 

Generating the negative samples as non-accidents points which can be considered for     

classifying the accidents 
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12 Implementing the Model 

12.1   Loading the Both the positive and negative dataset 

 

  

 

       

       12.2 Dividing the dataset into training and testing 

        The dataset is divided in 70:30 ratio of training and testing respectively 
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 12.3 Applying the model:  

Random Forest, AdaBoost Classifier, Ensemble Logistic Regression, XGBoost Classifier 

models is applied. The model is displayed along with the Accuracy.  
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13 Evaluation of the models 
 

 

Evaluation of the model is done by use the evaluation metrics  

1] Confusion Matrix 

2] Precision 

3] Recall 

4] ROC 

 

Importing the required libraries  
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