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1 Introduction

The purpose of this document is to provide details of the process followed during the
project coding phase. Hardware and software configurations are specified to reproduce
the research in the future. This contains the programming and deployment phases for
smooth code execution and the steps to be taken to execute the code.

2 System Configuration

2.1 Hardware Configuration

The hardware specification details are given below in the Figure (I on which the code is
executed:

Windows edition
Windows 10 Home Single Language -- .
© 2019 Microsoft Corporation. All rights reserved. .. WI n d OWS 1 O

System

Manufacturer: HP
Model: HP Pavilion Laptop 15-cs2xxx
Processor: Intel(R) Core(TM) i5-8265U CPU @ 1.60GHz 1.80 GHz I

Installed memory (RAM): 8.00 GB (7.89 GB usable)
System type: 64-bit Operating System, x64-based processor
Pen and Touch: No Pen or Touch Input is available for this Display

Figure 1: Hardware configuration of the system

2.2 Software Configuration

This section provides the details of the software and its specifications.

2.2.1 Google Colab:

The research is carried out using Google’s cloud infrastructure, also known as Google
Colab. All the libraries are imported and coding of the model is done in google colab.
The dataset is stored on google drive and in google colab using below code the drive is
mounted. The link to authorization is provided after execution of following command, if



we click on the link the authorization code is generated. The drive is mounted successfully
after entering the authorisation code as shown in Figure

from google.colab import drive
drive.mount (’ /content/drive’)

[» Go to this URL in a browser: https://accounts.goog

Enter your authorization code:

Mounted at /content/drive

Figure 2: Mount drive on google colab

Colab notebook runtime is set to GPU for faster code execution in cloud environment.
It’s a setting given by Google Colab to allow us to run the machine learning code close
to the Jupyter environment. There is another TPU option that can also be used but we
use GPU setting for this project which is shown in Figure [3]

Notebook settings

Hardware accelerator
GPU >

To get the most out of Colab, avoid using
a GPU unless you need one. Learn more

[J omit code cell output when saving this notebook

CANCEL SAVE

Figure 3: Colab Notebook setting

2.2.2 Anaconda - Jupyter Notebook:

Anaconda is an open source, easy to use platform for coding Python and R E| Jupyter
is a user-friendly Integrated Development Environment ( IDE) that Anaconda provides
for code development and results assessment. Anaconda can be downloaded from official
website of anaconda El The download options for different Operating systems is provided
in Figure [4

Thttps://www.anaconda.com/
Zhttps://www.anaconda.com/products/individual
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Anaconda Installers

Windows 58 MacOS & Linux &

64-Bit Graphical Installer (466 MB) 64-Bit Graphical Installer (462 MB) 64-Bit (x86) Installer (550 MB)

32-Bit Graphical Installer (397 MB) 64-Bit Command Line Installer (454 MB) 64-Bit (Power8 and Power9) Installer (290
MB)

Figure 4: Anaconda Installer Download Page

Once the Anaconda is install, the prompt will be shown displaying different IDE
Figure[§] Jupyter IDE is launched for code development of different models using Python
version 3.

£ ANACONDA NAVIGATOR
A bone Applications on | bwe Good 7] =
PY o o L o o o
Environments 2 - P AW
% Jupyter % IPry @
N Learning CMD.exe Prompt JupyterLab Notebook Powershell Prompt Qt Console Spyder
2 2

0.1
Runa cmd.exe terminal with your current || An exten:
virenment from Navigator activated  and

&% Community

Glueviz Orange 3 RStudio
3231

@

= = =

Figure 5: Anaconda Prompt Page

2.2.3 Other Softwares:

Google chrome is a good web browser that supports Jupyter and helps in code execution.
Overleaf is used for research project documentation, Figure [6] shows the use of overleaf
for the research project documentation.
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- \begin{figure}[H]
- \begin{center}
\includegraphics[width = \textwidth]{sc Research Project
Config Man Template/figures/overleaf.PNG}
\caption{overleaf Project}
\label{fig:overleaf Project}
\end{center}
\end{figure}

The data visualization is done using Tableau Desktop
software as shown in \figurename~\ref{fig:Tableau}. The bar
chart displaying sensitivity and specificity comparison
created in tableau is shown in \figurename~\ref{fig:ss}

- \begin{figure}[H]

- \begin{center}
\includegraphics[width = \textwidth]{MSc Research Project
Config Man Template/figures/Tableau.PNG}
\caption{Tableau Desktop for visualization}
\label{fig:Tableau}
\end{center}
\end{figure}

-~ \begin{figure} [H]

~ \begin{center}
\includegraphics[width = \textwidth]{MSc Research Project
Config Man Template/figures/ss.PNG}
\caption{Data visualization for Sensitivity and Specificity
in Tableau}

Figure 6:

< Recompile

in Fig

Overleaf Project

Overleaf is used for research project documentation, Figure ?? shows the use of overleaf
for the research project documentation.

The data visualization is done usi
The bar chart displaying sensitivity an

CAb Review %8 share @ submit "D History

Figure 7: Overleaf Project

Tableau Desktop software as shown in Figure 8

pecificity comparison created in tablean is shown

The data visualization is done using Tableau Desktop software as shown in Figure [7]
The bar chart displaying sensitivity and specificity comparison created in tableau is shown

in Figure

About Tableau

Tableau Desktop

L]
Professional Edition
L]

2019.3.7 (20193.20.0415.1517) 64-bit

*

LN

-

N

1

Figure 7: Tableau Desktop for visualization
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Figure 8: Data Visualization for Sensitivity and Specificity in Tableau

3 Data Preparation

The research dataset is taken from the challenge of Brain Tumor segmentation El shown in
Figure [0l The .nii.gz files from BRATS are converted into jpg format using mathematical
operation and provided on Kaggle which are further used in the project ﬁ

G o

Multimodal Brain Tumor Segmentation Challenge |

Figure 9: BRATS Dataset for research Project

The dataset contained one folder, Brain tumor and a csv file is provided containing
image name and category (0-healthy and 1-tumor). The code for loading data into data-

frame and checking the imbalance and code for separating the brain images to different
category folder is shown below.

Loading Csv data into Pandas DataFrame

data.df = pd.read-csv(’D:/BrainNew/Brain Tumor.csv’)

Bias Check in Data

data.df_grp.plot (x = ’Class’, y= 'Image’, kind = ’'bar’, legend=True)

3http://braintumorsegmentation.org/
‘https://www.kaggle.com /jakeshbohaju/brain-tumor



4 Data Transformation

After the data is pre-processed and folders are created, the folders are split into train,
test and validation sets. The code for data transformation is shown below.

The dataset was then uploaded to Google Drive by using the upload folder option as
shown in Figure

o Drive Q, Searchin Drive - ® ®
ERd =
Folder L
ess
() File upload
CEZTD o e mer
= —— Importing libraries =
B Google Docs > - E Ty
=
= =
Google Sheets ! s T RS i tpr e, s s i R
[ Google Slides > Ipa_Brain_tumoripy.. o inception_try7.ipynb € Copy of MIL_jpg_Brain_t.. [ DikshaChaudhary x1818.. = Brain Tumor Class.zip
More > med frequently ‘You've opened frequently You edited in the past week You opened in the past week You opened in the past month
10.5G8 of 15 GBused Folders Neme 4

Figure 10: BRATS Dataset upload on Google Drive

5 Implementation of Baseline Models

The data can be used for model implementation after data preparation, using Transfer
Learning based on pre-trained models. These datasets are used to implement DenseNet121

6



and InceptionV3.

5.1 DenseNetl121
5.1.1 Model Building

The data is fed to ImageDataGenerator class of Keras, which consists of several functions
for loading and performing real time augmentation ] The code in below shows the real
time data augmentation performed during the model building phase of DenseNet121.

The model is trained using pretrained DenseNet121 modeﬂ The weights are trained
on ImageNet, the code is shown in below.

The hyper parameters used for the model are given here.

The model is executed using model.fit_generator for 100 epochs and the accuracy and
mean absolute error can be seen for every epoch as shown in Figure

Shttps://keras.io/api/preprocessing/image/
Shttps://keras.io/api/applications/densenet /



Epoch 1/18@ -~
85/95 [ 1 - 2795 3s/step - loss: ©.5384 - acc: @.7932 - mean_absolute_error: ©.2492 - val_loss: .
@.6023 - val_acc: ©.8741 - val_mean_absclute_error: 9.1391

Epoch 2/100

95/95 [ ] - 2865 3s/step - loss: @.2606 - acc: @.8942 - mean_absolute_error: 8.1489 - val_loss:
1.4982 - val_acc: ©.7872 - val_mean_absclute_error: 9.2221

Epoch 3/10@

95/95 [ ] - 2B4s 3s/step - loss: ©.2260 - acc: 9.9967 - mean_absolute_error: 9.1321 - val_loss:
©.8179 - val_acc: @.8741 - val_mean_absolute_error: 8.1387

Epoch 4/188

Figure 11: Code Execution

5.1.2 Model Evaluation

Similar to train and valid, ImageDataGenerator is used for loading the test data and
perform the same real time augmentation on the test data. The code is show in below.
Further model.evaluate_generator is used for evaluation of test data and accuracy and
loss is obtained and code can be seen below.

The confusion matrix is generated for the model and further the most important
metrics for medical imaging i.e., Sensitivity and Specificity is calculated. The calculation
for these metrics is shown in the code in Figure

sensitivity @.5192387692307693
specificity @.4

Figure 12: Evaluation Metrics - Sensitivity and Specificity

Further, confusion matrix and classification report is generated using sklearn.metrics
ﬂ The classification report shows the evaluation metrics like Precision, Recall and F1-
score. The code is given below and Figure 12| shows the output of classification model.

Thttps://scikit-learn.org/stable/modules/model_evaluation.html

8



Confusion Matrix
[[56 48]
[51 34]]
Classification Report
precision recall fl-score support

] 8.52 @.54 8.53 104

1 8.41 2.40 2.41 85

accuracy 9.48 189
macro avg 8.47 a.47 9.47 189
weighted avg 8.47 2.48 0.48 189

Figure 13: Classification Report - Precision, Recall and F1-score

5.2 InceptionV3
5.2.1 Model Building

InceptionV3 follows the same steps that are provided for DenseNet121 of loading the
data using ImageDataGenerator with real time augmentation. The model is pre-trained
on InceptionV3 [f] and the code is shown below.

The code for compiling the model is provided in here. The model uses learning rate
0.0001 and adam optimizer. The loss function used is binary crossentropy and the metrics
for evaluation are provided in model.compile.

The model is execute using model.fit_generator class of Keras function and the code
is provided below. Every epoch runs for 94 steps and accuracy, loss and mean average
error can be seen for every epoch in Figure [14]

8https://keras.io/api/applications/inceptionv3/



[ Epoch 1/100
L e ———— ] - ETA: 05 - loss: 0.9172 - accuracy: 0.7880 - mae: 0.2404

Epoch 22001 _accuracy improved from -inf to @.88410, saving model to ./drive/My Drive/large_inceptionV3_model.hS

94/94 [====sz===ss==ss==ss=sssss=sss ] - 39s 413ms/step - loss: 0.9172 - accuracy: ©.7880 - mae: ©.2494 - val_loss: 9.3063 - val_accuracy: 0.8842 - val_mae: 0.1612
Epoch 2/108

94/94 [s==sssmassssssssssssssssssssss ] - ETA: @s - loss: @.4113 - accuracy: 8.8263 - mae: 9.2097

Epoch 80002: accuracy did not improve from ©.88419

94/94 [===: 1 - 31s 332ms/step - loss: @.4113 - accuracy: ©.8263 - mae: ©.2097 - val loss: @.3318 - val accuracy: 8.8585 - val _mae: 0.1830
Epoch 3/108

94/94 [mmmmsx: ] - ETA: @s - loss: ©.3583 - accuracy: 0.8492 - mae: 0.1968
Epoch @0003: val_accuracy improved from @.88419 to 0.88787, saving model to ./drive/My Drive/large_inceptionV3_model.hS
94/94 [====s====s===zs==s============ ] - 325 346ms/step - loss: 0.3503 - accuracy: .8492 - mse: 8.1968 - val_loss: 8.2787 - val_accuracy: 8.8879 - val _mse: 0.1706

Figure 14: Model Execution

5.2.2 Model Evaluation

Once the model is executed successfully for 100 epochs then test accuracy for InceptionV3
is evaluated using model.evaluate_generator function. The code for evaluation of test
accuracy is shown below and the output can be seen in Figure [I5]

C 6/61[ 1 - 1s 118ms/step - loss: 8.1714 - accuracy: @.9471 - mae: 9.8911
Testing Categorical Accuracy :0.9470899701118469Testing loss : ©.1714043766260147

Figure 15: Evaluating the Test Accuracy

The classification report is generated in the similar way as explained for DenseNet121.
The code for classification report is provided and output can be seen in Figure

() precision recall fl-score support
] 8.95 2.95 @8.95 194

1 8.%4 9.94 @8.94 85

accuracy @.95 189

macro avg 8.95 @.95 @8.95 189
weighted avg 8.95 8.95 8.95 189

Figure 16: Classification Report - Precision, Recall and F1-score

The two main metrics Sensitivity and Specificity are calculated in following manner
and result is shown in Figure

[ sensitivity ©.9519238769230769
specificity ©.9411764785882353

Figure 17: Evaluation Metrics - Sensitivity and Specificity



6 Implementation of Newly Proposed Model - Mul-
tiple Instance Learning

Multiple instance learning (MIL) is novelty of the research project. The MIL is never
used for the detection of Brain tumors. The approach is capable of handling data weakly
supervised by using the multiple instances concept. Different functions are created in the
implementation of MIL. The code of MIL is based on Attention based mechanism and
the code is referred from [llse et al. (2018); Wang et al| (2018) [

The data is loaded as positive and negative paths and then the data is split using
k-fold split as shown below.

The evaluation metrics used are bag accuracy and bag loss. The calculation for bag
accuracy and bag loss written in function bag accuracy and bag_loss as shown below.

The augmentation techniques used are provided in this section. The section shows the
function used for random flip operation on images and random rotate using cv2 library
functions as shown below.

9https://github.com/utayao/Atten_Deep MIL



The custom layers have been implemented by combination of convolutional layers
and fully connected layers as shown in below code. The layers contains hyper parameters
passed to the model and metrics that are needed to be calculated during every epochs.

The generate batch function is used to take the input path from load dataset and
create batches for train and test bags using respective data path. The images in the bag
are appended with the label.

The following function is a function for evaluation of train data. Keras fit_generators
functions are used for training the model on train data. Further, Train loss, train acc,

12




val loss and val accuracy is calculated as shown below.
The test eval function takes the test set and model as input and calculates the test
loss and test accuracy of the model as shown in the code below.

The training of the model is carried out by the following function shown below. All
the functions mentioned above are called in this function. The final test accuracy is
returned by the model training function.

The main function is shown in the below. The model is executed and the evaluation
plots are generated after successful execution of the main function.

The scripts and functions mentioned above are all provided in the ICT solution along
with this project.
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