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Identification and Classification of Defects in Steel 

Sheets Using Deep Learning Models 
 

Akansha Bansal 

X18182615 
 
 

1 Introduction 
 

The aim of this manual is to provide walkthrough for any user to setup the configuration in 
their personal machine to produce desire outcomes. The documents provide the whole process 
to setup the environment which includes hardware as well as software specifications. This 
manual includes snapshot of code, visualizations of exploratory data analysis and evaluations 
of each model.   
The rest of the technical report is as follows: Chapter 2 illustrates the Environment 
Configuration, Chapter 3 discusses about the source of data collection, Chapter 4 discusses 
about how the data is imported into Google Collaboratory, Chapter 5 illustrates for exploratory 
data analysis, Chapter 6 , 7, 8 and 9 discusses about the implementation and evaluation of 
Xception, U-Net, Mask RCNN and UNet++ respectively. 

 

2 Environment 
 

This section discusses about the complete environment requires for ICT solution. This 

includes hardware and software configurations, python libraries and packages, and setup of 

Google Collaboratory. 

2.1 Hardware and Software Configuration 

 

The figure (1) shows the hardware specification require to implement the ICT solution. The 

figure displayed the system has 64-bit operating system on Microsoft Windows 10 with 1.80 

GHz process and 8 GB Ram used. 
 

 
Figure 1: Hardware Configuration 
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The other part of the section discusses about the software configurations require. For its 

implementation Google Collaboratory is used. It is cloud based Jupyter notebook used for 

training the large dataset for deep learning model on GPU.  

 

3 Data Collection 
 

The data has been downloaded from Kaggle. The link of the data set is 

https://www.kaggle.com/c/severstal-steel-defect-detection/data. This data set contains files 

such as train.csv, train.csv and12,568 images of steel sheet.  

 

4  Data Extraction 
 

This position provides an overview of the Python code which is written as a part of the 

implementation of ICT solution.  

4.1 Importing the Libraries 

Different packages of python libraries were imported in Google Collaboratory. 
 

 
Figure 2: Installed packages of python for exploratory data analysis 

4.2 File Upload and Reading the dataset 

 

Data files were mounted on Google Drive as shown in figure 3 and first few row of the train.csv 

were printed (refer Figure 4). 

 

Figure 3: Data file uploaded on Google Collaboratory 

https://www.kaggle.com/c/severstal-steel-defect-detection/data
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Figure 4: First five rows of the train.csv file 

 

5. Exploratory Data Analysis 

 
Exploratory data analysis has been done to understand relation between the variables. The 

below figure 5 counts the pixels of the defected area in steel sheet by using the concept of 

running length encoding. 

 

 
Figure 5: Running length encoding  

 

‘viz_two class_from_path’ visualizes the image with four classes of defects.  

 

 
Figure 6: Visualization of four typed of defects 

 

The below snapshot of figure 7 creates the pie-chart for pixel defect and six of the defect masks. 
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Figure 7: Mask size per defect class 

 

Figure 8 prints the segments based on defect type in steel sheet 

 

 
Figure 8: Segments count based on defect type 

 

The below figure 9 shows the implementation of frequent pattern algorithm which calculates 

how frequently the particular defect has occurred and also the ocuurence of defect in pairs. 

 

 
Figure 9: Frequent pattern function 
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6. Implementation and Evaluation of Xception Model 
 

Below figure 10 shows the required libraries of python were imported for the implementation 

of Xception model. 

 

 
Figure 10: Installed libraries of python for the implementation of Xception model 

 

‘dataGenerator’ function is used to resize the image and also use to outputs the array of images 

to the model. 

 

 
Figure 11: DataGenerator function 
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‘pred_classification’ function is used to input data frame of image id and return the prediction 

of classification model. 

 

 
Figure 12: pred_classification function 

 
‘pred_segmentation’ function is used to input data frame of image id and return the prediction 

of segmentation model. 

 

 
Figure 13: pred_segmentation function 

 
The snapshot of python code is use to produce the confusion matrix of test dataset.  

 

 
Figure 14: Function for confusion matrix 
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The below snapshot shows the confusion matrix for four types of defects. 

 

 
Figure 15: Confusion matrix for four types of defects 

 

 

7. Implementation and Evaluation of U-Net Model 

 
The ‘build_masks’ function is used to build mask over the defects on steel sheet.  

 

 
Figure 16: Function to create mask over defect 

 

The ‘dice_coef’ function is use to flatten the image into arrays and calculates its dice 

coefficient. 
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Figure 17: Dice Coefficient for evaluation of model 

 

Figure 18 and 19 implements DataGenerator function to load the file into batches and returns 

mask associated with it. 

 

 
Figure 18: DataGenerator function 
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Figure 19: Functions to create image into grayscale and RGB format 

 

 

The model is trained over 7 epochs and dice coefficient is calculated for each epoch.  

 

 
Figure 20: Model trained and validated  

 

 

8. Implementation and Evaluation of Mask RCNN Model 

 
Required libraries of python were imported for the implementation of Mask RCNN model. 
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Figure 21: Python libraries were imported  

 

Model has been used in inference model to learn about data generation process. Also, the 

function for dice coefficient is used for evaluation.  

 

 
Figure 22: Creation of model for inference 

 

9. Implementation and Evaluation of UNet++ Model 
 

Required libraries of python were evaluated for the implementation of UNet++ model. 
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Figure 23: Python libraries were imported 

 

 

 ‘DataGenerator’ function is used to generate data into a single batch where each batch denotes 

per epoch.  

 
Figure 24: ‘DataGenerator’ function 
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‘EfficientUNet’ function is a model builder 

  

 
Figure 25: EfficientUNet function 

 

 

Model has been trained for the batch size of 8 

 

 
Figure 26: Creating the batches for image data 

 

 

Weights are designed to train the model for the purpose of making predictions. 
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Figure 27: Weights were assigned to the model 

 

Model has been evaluated using Dice Coefficient 

 

 
Figure 28: Dice Coefficient 

 

 
 
 


