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1 Introduction 

 
This configuration manual provides information which are related to the research “Fall risk 

monitoring scheme based on human posture estimation using Transfer learning” from 

beginning. This document delivers detailed review of the environmental setup, tools and 

libraries used for building, executing, and testing this research. 

 

2 Hardware Specification  
 

Operating System Windows 10, Ubuntu 14.04.6  

Processor  Intel(R) Core (TM) I7-6500U 

Installed Memory (RAM) 8.00GB  

System type 64-bit Operating System 

 

3 Software Specification 
 

• VMware Workstation (15.5) Pro for running multiple OS 

• Google Colaboratory  

• Python 2.7.14 for Image Processing 

• Email – For accessing to a Gmail Account 

• Python 3 for running deep learning algorithm 

 

3.1 Setting up VMware Workstation 

 
The project used Ubuntu 14.04.6 through VMware Workstation for performing the pre-

processing step using Python 2.7.14.  

 

 

3.2 Environmental Setup of Google Colaboratory 

 
This section shows the Google Colaboratory setup for performing this experiment.  A Gmail 

Id was used to access the Colab notebook: figure 1: shows the sign in step for Google Colab.  
 

  
 



 
 

Figure 1: Gmail Id to access Google Colab 

 

4 Dataset Used for Experiment  

  
 Figure 2 shows the dataset used for fall detection experiment. The following link will provide 

access to the dataset http://fenix.univ.rzeszow.pl/~mkepski/ds/uf.html. This dataset was 

provided by the University of Rzeszow and was created by Michal Kepski.  The dataset 

contains 30 falls and 40 activities of daily life events. They have provided access to both video 

files and image frames as png files for conducting academic tasks. The image frames extracted 

from the video files are acquired for this experiment. Also, the dataset contains image frames 

of Depth data and RGB data from camera 0 and camera 1. The RGB data from Camera 0 was 

downloaded for performing the classification task. Figure 3: shows the dataset for Fall 

sequences and Activities of daily life.  

 

 
 

 
Figure 2: UR fall detection dataset 

http://fenix.univ.rzeszow.pl/~mkepski/ds/uf.html


 
 

Figure 3: Fall sequence and Activities of daily life 

 

 

5 Required libraries 
 

Ubuntu 14.04 was used for creating the optical flow images and Windows 10 was used to 

perform further steps.   

 

5.1 Libraries used for image processing using optical flow algorithm 
Some libraries mentioned below are downloaded before using it 

• import os 

• import cv2 

• import glob 

• import sys 

 

5.2 Libraries used in Google Colab for building the model 
 All the libraries used to perform the experiment was shown in figure. These libraries were 

used for pre-process, build and run the models.  

 
 

 
 



 

6. Optical flow images generator in Ubuntu: 

 
Initially, under Ubuntu 14.04 Operating System, Python 2.7.14 was used for pre-processing 

the image. The software tool provided in the following link were used to compute the optical 

flow images https://github.com/yjxiong/dense_flow/tree/opencv-3.1.This tool was offered to 

extract dense optical flow from videos with the help of OpenCV.  The steps and command 

provided in the above-mentioned link were used to compute the optical flow images. 

 

Two folders were created one folder named “URFD” (i.e., original UR-fall detection data 

downloaded from the website that consists of RGB images). Another folder named 

“UR_Fall_opticalflow” (i.e., empty folder that saves the optical flow images after generating 

the code).  Also, the “URDF” has two separate folder called “Fall” and “Not-fall”. Where “Fall” 

folder contains image frames of fall and “Not-fall” folder contains Activities of daily life. 

 

 
 

 
 

 

 

 

 

7. Google Colaboratory for building the classification model: 

 
1. Upload the data folder on Google Drive: 

         Once, the optical flow images of fall detection dataset were generated. It was 

uploaded on Google Drive.  

https://github.com/yjxiong/dense_flow/tree/opencv-3.1


 

 
2. The dataset uploaded to Google Drive. Then, the folders in drive were accessed through 

Mounting Google Drive locally. Then the drive can be accessed through the 

authorization code.  
 

 
 
 

 
 

3. The images in the URFD_optical flow folder can be accessed through the following 

code. 

 
 



 
 

 

4. Image augmentation performed using ImageDataGenerator 
 

 
 

5. Assigning labels to folder contains optical flow images. Optical folder that was loaded 

into the drive contains two folders namely “Falls” and “Not-falls”. A balanced 

distribution of labels was created (NumPy array of 0’s and 1’s). An array of zeroes is 

used for labelling the fall optical flow images. Whereas, an array of ones is used for 

labelling the not-fall optical flow images. X contains attributes of falls and not-falls 

images and Y contains corresponding labels of falls and not-falls. Then, the data were 

shuffled, each time during training process, the data changes randomly.  

 

 

 



 

6. The dataset was split into training set and testing set with a 60:40 ratio. Where 60% of 

data is randomly selected for training and 40% is for testing. 

 
 

 
 

 

8. Implementation of Deep Learning and Transfer Learning  

 
8.1 Convolutional neural network used for implementing the architecture 

 
 

 
 

8.2 Creating VGG-16 

 
 

 
 
 

 



 
 

 

8.3 Creating ResNet-50 

 
 

 
 
 

 
 

 



 

 

8.4 Creating DenseNet-201 

 
 

 
 
 

 
 

9. Training the model for 10 epochs 
 

 

 
10. 



9.1 10-cross fold validation  

 

 

9.2 Testing Data 
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