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Fall risk monitoring scheme based on 

human posture estimation using Transfer 

learning 

Abstract  

For the past few years, it has been witnessed a raise in fall detection-related research projects. 

Therefore, this paper presents the fall detection system using a vision-based approach. For 

conducting this experiment, publicly available dataset has been taken that contains a record of 

Falls and Activities of daily life (ADL). This project mainly deals with the classification of fall 

and not-fall images. Before training the model, human motion was tracked in the consecutive 

frames using optical flow algorithm. Further, these optical flow images are fed into 

Convolutional neural network (CNN) to extract the features from the images for detecting the 

fall events. VGG-16, ResNet-50 and DenseNet-205 were implemented based on transfer 

learning approach with the help of pre-trained “ImageNet” data. A 10-fold cross-validation was 

performed on the training set and applied it on the testing set to improve the accuracy of the 

model. Finally, the comparison has been made between three CNN architectures such as VGG-

16, ResNet-50 and DenseNet-201, and found that ResNet-50 performed better in classifying 

the falls and not fall labels correctly. The performance of the developed model is evaluated 

using Accuracy and Confusion matrix.   

1. Introduction 

 
Globally, falls are the most important public health issues that leads to fatal and non-fatal 

injuries. As reported by Health service executive (HSE), presently 1 million people of Ireland’s 

population is advancing years (aged 60 or older) and this will be expected to increase to 18% 

in a period of next 25 years. The number of elderly populations over 85 years or above will rise 

from 74,000 to 356,000 by 2041 CARDI (2015). According to the newsletter from Irish health, 

the economic cost of falls is estimated to be about 500 million euro each year. Also, HSE 2019 

report have forecasted that the fall related injuries will cost 1 billion euro in 2020 and it may 

rise to 2 billion euro in the next 10 years (i.e., 2030) (Connell et al., 2020). Overall, falls are 

the major challenge for all age groups that causes serious injuries and the treatment for fall 

related injuries cost more for the economy. Due to these repercussion, Ireland’s health service 

executive has inaugurated a project called AFFINITY [2018-2023] which aims to prevent falls 

and associated injuries in Ireland’s ageing population in order to reduce the risk of falls health 

service (2019) 
 

To address these problems, fall detection system has come into existence. In the initial stage, 

falls were identified using wearable devices, but when the device is far away from the users. It 

might be difficult for them to press the emergency button Ren,L. and Peng,Y. (2019) .Due to 

this reason, Vision based approaches have come into existence. But these system also facing 

trouble with accuracy and reliability. There are various techniques proposed in the related work 

that describes the machine learning algorithms used in recognizing the human activities for 

detecting the falls [Section 2]. In the consecutive section, we will review about the motivation, 

research question and research objectives for the proposed fall detection model. 



1.1 Motivation 
 

There are two significant approaches including fall detection and fall prevention to overcome 

the problem of falls in elderly people. The fall detection system has considered to be a more 

extensively researched problem and have gained a lot of concentration among the researchers. 

Similarly, this research project was chosen where the author can contribute to some extent for 

detecting the fall events using computer vision techniques. The first fall detection article  

published by brown studied only the large acceleration impact (Doulamis et al., 2018). For 

improving the accuracy of fall detector, other researchers have started to apply complex 

machine learning algorithm by integrating two or more sensors. A comprehensive analysis was 

conducted by (Singh et al., 2020) on fall detection technologies and the primary goal of their 

study is to suggest the detailed review on sensor and vision-based technology employed for 

detecting falls. It also suggests the choice of selecting appropriate classification algorithm and 

feature extraction techniques based on the accuracy and sensitivity of the previous research 

that has performed on fall detection.  To enhance the flexibleness of fall detection systems, 

better detection algorithm and better machine learning algorithm is important.  A review on 

available fall detection systems has been shown in figure 1. 

  

 

Figure 1: A Review of Fall Monitoring System  

1.2 Research Question 
 

This technical report tries to provide a solution to the following research question: 

 

RQ: How accurately and efficiently transfer learning and deep learning algorithm classify fall  

events from optical flow images? 

 

1.3 Research Objective 

 
Convolutional Neural Networks (CNN) have achieved beyond state-of-the-art results by 

utilizing traditional computer vision techniques. The accuracy of the models is highly based on 

feature extraction technique (Doulamis et al., 2018). This paper presents an appropriate model 

in the domain of computer vision that uses CNN architecture for extracting generic features. 

Firstly, the RGB images of fall datasets were converted into optical flow images, then these 

images were fed into Convolutional neural network (CNN). Transfer learning-based approach 

will be implemented for reusing the weights of pre-trained classification layers. The 



architectures of CNN model such as VGG, ResNet and DenseNet were used for applying 

transfer learning. Finally, the comparison is made between the developed architectures of CNN 

(VGG-16, ResNet-50 and DenseNet-201). This performance will effectively detect and classify 

the fall activities, so economic burden causes due to fall can be reduces and death rate 

increasing following the fall accident can be minimised to great extent. (Table:1) provides the 

overview of the research objectives that are mentioned in this section. 
 

 Objectives  Description Evaluation Metrics 

Objective 1   Literature Review in Fall 

Detection Techniques and 

Identified Gaps 

  

               - 

Objective 2  Image Pre-processing with 

Optical Flow Images Generator 

and Image Augmentation 

               - 

Objective 3   Convolutional Neural Network 

Architecture developed for  

implemented models (VGG16, 

ResNet50 and DenseNet) 

               - 

Objective 3 Implementation and Evaluation 

of  VGG-16 trained on 

ImageNet to UR Fall Detection 

Dataset 

Accuracy and Confusion Matrix 

Objective 4 Implementation  and Evaluation 

of ResNet-50 trained on 

ImageNet to UR Fall Detection 

Dataset 

 Accuracy and Confusion Matrix 

Objective 5 Implementation and Evaluation 

of DenseNet-201 trained on 

ImageNet to UR Fall Detection 

Dataset  

Accuracy and Confusion Matrix 

Objective 6  Compare the results of 

developed models 

               - 

Table 1: Research objectives for detection of fall events using Transfer learning 

 

2.  Literature Review on Fall Detection Techniques and 

Identified Gaps 

 
2.1 Introduction 
 

In the past decades, many machine learning and deep learning techniques have been proposed 

for fall detection system to identify whether a person undergoes fall or not. Based on the 

different types of video cameras and audio sensors falls can be detected. Some of these are 

based on depth sensors such as Microsoft Kinect, while others are based on wearable devices 

such as accelerometers.  Different approaches and methodologies have applied to analyse 

human activity, extract the features, and classify the extracted features to detect the fall. 

Followings are the review on how the fall detection techniques and approaches have been used 

in the previous studies. 
 



2.2 Review Based on Input Data Types for Detecting Falls 

 
In this section, the review has been conducted based on different input types such as sensor-

based, image and video-based data for detecting a fall event.  

 
(Ogawa et al., 2020) presented a fall detection systems (FDS) based on temperature change in 

a non-wearable form, with the help of IR array sensor that analyse temperature distributions 

using machine learning algorithms for more accurate and quicker detection of a fall event. It is 

shown that the temperature of a human will increase when they change their position from 

standing to lying. Four types of actions are observed from the activities of daily life including 

fall, walking, lying and none. They have identified fall event based on the body temperature 

and areas occupied by a human. (Giuffrida et al., 2019) proposed FDS using wearable sensors 

namely tri-axial accelerometers and gyroscope for automatically requesting the necessary 

assistance. The human activities from the sensor signals are observed and processed for 

classifying falls and activities of daily life based on the time-intervals and slicing operation. 

(Sadreazami et al., 2019) have detected fall using Ultra-Wideband Radar by receiving radar 

time series signals. Deep residual networks are adopted to extract various features such as time, 

frequency, and time-frequency, particularly the multi variate features from the radar signal are 

employed for classifying the fall activities. The result from the Deep residual network is 

compared using classification metrics such as Gaussian support vector machine (GSVM), K-

nearest neighbors (KNN), multi-layer perception (MLP) and dynamic time warping (DTW). 

(Kido et al., 2019) has presented the risk of fall in toilet rooms by implementing thermal 

imaging sensors. They have monitored the motions of a person in a toilet room, a person fall 

has been identified by comparing the normal activity patterns. Discriminated analysis and cross 

analysis were performed on the extracted patterns from the sensors and the accuracy was 

identified by creating the discriminant equation.  

 

(Sase et al., 2018) studied the computer-vision techniques by analysing the depth-based video 

files for supporting older people to overcome the risk of falls. They have used two types of 

dataset namely URFD and SDU fall in which young volunteers have participated in the fall 

activities.  At first, the frames from the depth video is extracted and the region of interest (ROI) 

is detected for each frame. Based on the threshold value the system has identified whether the 

fall activity has occurred or not. (Sheieh et al., 2009) proposed an elderly fall detection system 

using Multi-camera video dataset which includes falling positions such as lying and bending 

down on the ground. The multi-image streams are processed by exploring four steps at the 

same time including image fetch, image processing, human edge sequence generation and 

pattern recognition to reduce the time-delay. 

 

(Abraham et al., 2019) presented emergency handling system for detecting falls. Once the fall 

event has occurred, the live recording of the condition is captured and sent to the nearest police 

station with the exact location of the users. The experiment is conducted on Sisfall dataset that 

contains 38 participants including young people, adults and elderly persons. In (silva et al., 

2020), the author has used UMA fall dataset which consists of 19 experiments of Activities of 

Daily Life (ADL) and falls. The classification algorithm such as Random Forest and Decision 

Tree are used after extracting the features from the image frames, random forest achieved 

highest accuracy rate and learning rate. In (Hagui et al., 2015) the author has done experiment 

on fall detection by observing the video files using Coupled Hidden Markov Model (CHMM) 

for silhouette extraction, classification, and modelling. They have used Le2i databases and 



YouTube video clips which contains 20 Activities of Daily life (ADL) and 30 fall activities. 

The performance of the CHMM is evaluated using F1-score and ROC curve.  

 

From this section, it has been shown that sensor-based approaches provide acceleration 

measures such as horizontal, vertical and acceleration (Giuffrida et al., 2019). However, they 

also used the computer vision techniques to determine the prediction of sensor-based approach. 

Therefore, the vision-based detection is more convenient and effective for identifying the fall 

activities because it mainly focuses on frames of the images.  

 

 

2.3 An investigation on Image Processing Techniques for identifying the 

Region of Interest (ROI) 

                               
(Thummala et al., 2020) have implemented fall detection using background subtraction method 

for detecting an object in an image. The separation of the background from foreground has 

been done by using Gaussian Mixture Model to track humans. Motion history image and Shape 

deformation are employed for extracting the feature from the video sequence. Shape 

deformation is used to overcome the problem of changing object while it is moving. Similarly, 

the movement pattern of an object is described by replicating a continuous sequence of motion. 

Motion history image have achieved an accuracy of 72.5% for identifying the abnormal activity 

and 68.9% for detecting a person fall from a chair and 52.3% for a person’s normal activity. 

Overall, they have achieved 95% of accuracy. (Bhavya et al., 2016) has implemented a novel 

approach for fall detection using motion vector and accumulated map image. The foreground 

extraction has done by employing background subtraction method with bounding box and 

morphology filtering for reducing the noise occurred in the images. Likewise, combined local-

global approach was applied to estimate the motion vector. With the motion vectors, they have 

found some difficulties in distinguishing lying down and falling down. Due to this reason, the 

accumulated image map is obtained from the foreground object. At last, the fall event was 

classified by applying K-nearest neighbor (KNN). (Wang et al., 2016) has proposed deep 

convolutional neural network for deep action recognition. In their work, they have used stacked 

optical flow field and stacked wrapped optical flow field. 

                            

(Zerrouki et al., 2018) proposed a vision-based approach for human action recognition based 

on discrepancy in body shape. Instead of using geometric shape, they have used pixel 

representing body’s silhouette for performing image segmentation. While implementing the 

background subtraction method for extracting the features, the pixel was combating some 

noises. To reduce this problem a filtering phase is added using morphological operators such 

as dilation, holes fitting and erosion. The action in the video sequence is recognized using the 

ratios computed for different activities: standing, bending, sitting, and squatting. Consequently, 

the classification algorithm such as KNN, Naïve Bayes, SVM and AdaBoost is used for 

detecting the fall activities and the performance of the model is evaluated by kappa coefficient 

and recognition rate. It has been shown that Adaboost has achieved higher accuracy of 93% 

when compared to other models. 

                                       

(Lofti et al., 2018) studied a novel computer vision technique for performing fall detection 

based on spot of human head, projection histogram, motion information and variations in shape 

orientation. Background subtraction is employed for detecting the variation between the 

present image and the background image. The motion of the human is identified by employing 

tMHI (timed Motion History Image) . The changes in human shape is analysed by fitting an 



ellipse around the human body to get an information about the body posture. Then the extracted 

features from an image or a frame is passed as an input to the Multilayer Perceptron Neural 

network (MLP) to do the classification step and MLP has achieved 99% of accuracy. (Feng at 

al., 2017) presented the home surveillance fall detection based on RGB images using UR fall 

detection dataset. Instead of using background subtraction for getting the foreground, the 

system was implemented using R-CNN to detect the bounding boxes for Motion history image 

(MHI) and Histogram of oriented gradient (HOG). R-CNN is used along with pretrained 

VGG16 model to obtain a high precision rate. After detecting the MHI, the extracted features 

from MHI are sent to SVM classifier to perform classification task. The motion is not 

continuous in all the frame. Due to this reason they have set a threshold value for classifying 

fall and not-fall activity. Their model has achieved 96% of precision and 98% of recall.  

                                    

(Hsieh et al., 2017) proposed fall detection system using Convolutional neural network with 

optical boundary region. Boundary based models are relatively fast and time expensive. To 

overcome this problem, CNN is used. They have obtained two learning phases for recognizing 

the object in an image frame namely Feature feedback mechanism scheme and Rule based 

motion detection. The optical flow feedback system and sharing mechanism is used for 

identifying the object while moving across the frame. Likewise, the rule base motion detection 

contains two steps, first step builds the region of point interest by employing fast region-based 

CNN. In second step, the information retrieved from faster CNN was used as the spatial 

information of 3DCNN object detection. Thus, the CNN model using optical flow image as a 

feature extraction technique have achieved 82.7% of accuracy. (Ge et al., 2017) implemented 

fall detection system based on CNN. The spatial and temporal streams are used with CNN for 

capturing the motion and appearance feature. The features from the image frames were 

extracted by using CNN and fine-tuning is employed through backpropagation for updating the 

weights of the pre-trained network. They have used 16 layers, 13 convolutional layers and last 

3 are fully connected dense layers. Their research has used SVM classifier for classifying fall 

and non-fall events, the performance of this model is evaluated with accuracy, true positive 

rate, and false positive rate.  

 

 

2.4 A Review on Transfer Learning Techniques 

                     

A network needs a greater number of training data to learn the features effectively. (Sadreazami 

et al., 2019) research study implemented transfer learning approach for detecting the 

occurrence of fall events. An ImageNet is a pre-trained approach used for employing transfer 

learning. It uses an ultra-wideband radar signals for obtaining time-frequency representations. 

To fine-tune the VGG network, time-frequency representations are used. On the other hand, 

classification algorithms such as K-nearest neighbors (KNN), Gaussian support vector machine 

(GSVM) and linear support vector machine (LSVM) were also executed. Finally, they have 

evaluated the performance of these models with accuracy, precision, and sensitivity. The 

evaluation metrics are performed with 3-cross fold validation. The transfer learning technique 

with VGG16 have achieved the overall accuracy of 95%, precision of 96% and sensitivity of 

96%. 

                   

(Yhdego et al., 2019) proposed Musculoskeletal modelling with deep convolutional neural 

network (DCNN) and Transfer Learning for fall detection. They have conducted this 

experiment on UR-fall detection dataset. The accelerometer data has been taken for their 

proposed approach; median filtering is used to eliminate the high-frequency noise. To 

implement transfer learning, the 1D signal data is transformed to RGB images that helps to 



attains the feature vectors from the pre-trained model. The Alexnet architecture is employed 

for classifying the images and continuous wavelet transform (CWT) is employed for processing 

the accelerometer time-series data. They have trained the CNN on Huge annotated dataset of 

images that has been used for extracting the deep features. Since ImageNet dataset is different 

from RGB images of the fall detection dataset, thus the last three layers of Alexnet was fine-

tuned for classifying the fall datasets based on RGB image. Instead of using SoftMax, they 

have used support vector machine for classifying the fall and non-fall events. Results are 

evaluated using accuracy, precision, sensitivity, and specificity. With transfer learning, the 

model has achieved 92% of accuracy. 

 

(Camerio et al., 2019) processed video files using deep convolutional network. Three-steps of 

image processing techniques are employed; Optical flow is used for detecting relative motion 

among nearby pixel by performing Lucas-Kanadc and Gunner Franeback. The Pose estimation 

gives the key-points of human anatomical positioning and it generates a frame that can be used 

on a feed-forward network. The multi-stream model is employed for getting information such 

as temporal, spatial, and spatial temporal information, this model contains Vgg-16, Hidden 

Markov Model and K- nearest neighbor. On the top of that, VGG16 and AlexNet were trained 

on ImageNet and UCF101 respectively for improving the accuracy. The evaluation of result is 

conducted based on 5-cross fold validation.   

 

2.5 Summary          
 

Based on the literature review analysis, different approaches were explored in accordance with 

the fall detection system. Even though many classification algorithms have applied on detecting 

fall events, Convolutional neural network have achieved state-of-art results in the field of 

image classification and outperformed the human being’s performance. Therefore, this 

technical report implements Convolutional Neural Network (CNN) for classifying the fall 

activities using optical flow image. Transfer learning is implemented using ImageNet data to 

pretrain the model as mentioned in (Sadreazami et al., 2019) (Yhdego et al., 2019).  This project 

extending the use of optical flow algorithm based  on dense flow algorithm as mentioned in 

(Wang et al., 2016) and it also extend the use of VGG16, Resnet50 and DenseNet-201 based 

on transfer learning for fall recognition data. This chapter provides the overview of existing 

system available for detecting falls as mentioned in the introduction. The next portion delivers 

details about the proposed methodology.  

 

3. Scientific Methodology Approach 

 
3.1 Introduction                   

 
The most popular methodology in data mining is the Cross Industry Standard Process. The first 

phase is to understand the business that generates clarity to the business problem and so 

delivering a business focus for the project. The necessity for this understanding is to analyse 

the data and try new methods. Steps involved in CRISP-DM methodology are Business 

understanding, Data understanding , Data preparation, Modeling, Evaluation and Deployment 

(Trnka. A., 2010). The stages of the complete CRISP-DM approach related to this project are 

shown in (Figure 2) and the above-mentioned steps are briefly discussed in the following.  
 



 
Figure 2: Fall Detection Methodology Approach used 

 

3.2 Business Understanding 
 

In this research project, the main objective is detecting whether a person will undergo a fall or 

not from Activities of Daily Life (ADL) and Falls. Earlier responses to fall activities is 

important because that might decrease the serious consequences such as health-based risks and 

injuries. The proposed system would be helping to classify person’s normal activity and fall 

activity that in turn helps the health care services to prevent the occurrences of fall.   
 

3.3 Data Understanding and Data Fetching 

  
The quality of the data must be assessed to check whether it will support the goal defined in 

the business understanding stage. The data understanding phase begins from obtaining the data 

and gaining knowledge about it. The data collected for this research is UR fall detection and it 

has been taken from publicly accessible portal that was offered by Interdisciplinary Centre for 

Computational Modelling from University of Rzeszow. The dataset contains 70 sequences (30 

falls + 40 activities of daily living), each video stream is stored in separate zip archive in form 

of png image sequence. It contains depth and RGB images for camera 0 and camera 1. This 

project acquires the RGB images from camera 0 for performing the fall classification problem. 

Here, all the images of a video are compressed in a folder. The details about total number of 

frames of each dataset have shown in Table 2.  

 

Falls 30 

Not-falls 40 

Total Frames 9,838 

Number of Fall frames 900 

Number of No-fall frames 8,938 

Table 2: Total number of frames 

 

 

 



3.4 Data Preparation 

 
The data preparation phase shown in (Figure 3) is essentially important because the machines 

should understand the image data. Therefore, the RGB images are converted to optical flow 

images for a good understanding of human gestures. The optical flow algorithm has chosen 

due to the changes in background lightning condition. The motion of consecutive image frame 

is represented using optical flow algorithm in order to avoid unnecessary information from the 

images and to overcome the impact of background image features. By removing the influence 

of static images, only motion of the human is taken into account for identifying the fall easily 

(He et al., 2017). Before training deep neural network, image augmentation techniques such as 

random rotation, zoom range, horizontal and vertical flip were created to build a good image 

classifier to achieve better results and to enhance the performance of neural networks.   

3.5 Modeling 

This stage of the project implements the modeling techniques used for classifying images of 

fall and not-fall. Once the optical flow images are generated, the appropriate tool for automatic 

feature extractors is to use Convolutional neural network (CNN). Therefore, CNN is 

implemented for extracting the generic features from the images. This paper was selected to 

use three architectural design for action recognition with CNN based fall classifier namely 

VGG16, ResNet50 and DenseNet201 (Amjoud and Amrouch, 2020). The main reason for 

selecting these architectures was due to its better results achieved in other related fields. For 

improving the CNN model, transfer learning is applied on developed architecture which helps 

the model in recognizing the image more precisely based on the pre-trained weights as 

discussed in (Sadreazami et al., 2019) (Yhdego et al., 2019).  

3.6 Evaluation 

The evaluation metrics is used to present how good our approach is in predicting falls. The 

evaluation of the result for binary classification problems is generally derived from the 

confusion matrix. This project uses confusion matrix and accuracy score to evaluate the 

performance of VGG16, ResNet50 and DenseNet201 (Yhdego et al., 2019) (Ge et al., 2017).  

3.7 Conclusion  

The CRISP-DM methodology was chosen to present the methodology part of this project and 

revised based on my requirements. The sourced dataset was obtained from the Interdisciplinary 

Centre for Computational Modelling from University of Rzeszow and the image processing 

techniques was applied based on optical flow extraction. Convolutional neural network (CNN) 

and transfer learning was selected for further implementation with the appropriate deep 

learning architecture such as VGG-16, ResNet-50 and DenseNet-201 for classifying the fall 

events. 

4. Design Specification 

The following architectural diagram will provide the tools and techniques that were used to 

develop this project are shown in (Figure 3). These steps involve pre-processing the given 

image, tracking the motion of consecutive image, applying transfer learning for the developed 

architecture and performance evaluation for the applied models. 



 

Figure 3: The design architecture of proposed work  

5. Implementation 
 

This section provides the overall implementation of the system including the detailed review 

on image processing techniques applied for tracking the motion in the consecutive image 

frames. Also, how the architectural models are implemented using transfer learning to classify 

fall events accurately from optical flow images. Finally, the comparison has been made among 

the developed models.  

 

5.1 Pre-processing the Image  
There are two stages of data pre-processing steps were applied for this project namely Optical 

flow images generator and Image augmentation. The dataset of vision-based fall detection 

system was pre-processed independently. The detailed review on these techniques are 

mentioned in the following.                                  

 

5.1.1 Creation of Optical Flow Images Generator 
                            

Optical flow is one of the most suitable algorithms to model quick events like falls. The human 

gestures class are difficult to identify with a single frame and a static scene. The extraction of 

motion requires to be developed for a nice understanding of the gestures class.  Therefore, the 

optical flow algorithm is used for representing the motion of human gestures as displacement 

vector fields between two consecutive image frames. The motion pattern throughout the 

stacked frame can be represented by stacking 2L optical flow images.  

 

TVL-1 optical flow algorithm proposed by (Zach et al., 2007) was chosen due to its better 

performance when background lightning condition differs. Like the Farneback method, TVL-

1 also uses two frames to estimate the optical flow and it is more robust against noise than the 

approach proposed by (Horn and schunck., 2003).  To create stacks O ∈ R224x224x2*L, the 

horizontal and vertical component of the vector field (dt
x  and dt

y) are taken separately and stack 

them together. The optical flow images are computed using dense optical flow extraction tools 

for videos provided by (Wang et al., 2016) based on OpenCV. A schematic diagram of RGB 

images converted to optical flow images for detecting falls is given in (figure 4).  

 
 



 
Figure 4: Sample of sequential images of a fall from UR Fall Detection Data and 

corresponding optical flow images 

 

5.1.2 Image Augmentation     

 
Before training the data, optical flow images are expanded with data augmentation techniques, 

to overcome the problem of translation invariance and overfitting. This step not only increases 

the dataset but also provides the opportunity for CNN to learn from a greater variation in data. 

The process of image augmentation is defined as creating duplicates of the original images by 

rotating, flipping, and zooming. Image augmentation techniques used in this project was shown 

in (table 3). ImageDataGenerator class is used for performing Data augmentation are; the batch 

size of 16; the images are zoomed in with the range of 2; and the images were horizontally and 

vertically flipped with an image rotation of 90 degrees by rotating it right and left 

Khoshgoftaar,T and Shorten, C. (2019) 

 
Augmentation parameters Values used 

Batch Size 16 

Zoom Range 2 

Rotation Range 90 

Horizontal Flip True 

Vertical Flip True 

Table 3: Image Augmentation Values 

 

5.2 Convolutional Neural Network Architecture                           

 
The architectural model of Convolutional neural network (CNN) consists of convolution layer, 

activation layer, pooling layer, and fully connected layer. These operations in CNN helps to 

extract the image features and compresses the volume of data. CNN is useful for achieving 

supervised learning problems like image classification by training the model through gradient 

descent and back propagation algorithms. The description of operational procedure of CNN 

used for all the models (VGG16, ResNet50 and DenseNet-201) are defined in the following: 

 
1. The CNN model was built with 4 layers. A Sequential() model is used to initialize the 

neural network by passing a list of layers using the add() method which then, collectively 

constitute a model.  



2. The first layer is GlobalAveragePooling2D() for spatial data that sums out the spatial 

information. it also reduces the total number of parameters in the model that helps to 

minimize overfitting.  
3. The second layer is Dropouts(), 50% of dropout regularization is used to improve the 

performance of neural network and to overcome the co-adaptation of feature detector. This 

layer doubles the number of iterations essential to converge. However, training time for 

each epoch is fewer.  

4. The third layer is BatchNormalization() used to decrease the training time and to achieve 

better performance by allowing each layer of a network to learn more independently by 

itself.  

5. The last layer is Dense() with 2 neurons, the activation function for this layer is set to 

softmax layer to compute the probabilities corresponding to the two output layers, which 

matches our number of presumed classes in our fall detection classification problem.  

6. The compile() method of the sequential model class is accomplished to configure the 

learning process. Three arguments are required for compilation: a loss function, an 

optimizer, and a list of metrics. 

7. The compilation used for this classification problem are the binary_crossentropy loss 

function, the Adam optimizer, and the accuracy metric.  

 

 

5.3  Experiment 1: Implementation, Evaluation and Results of Transfer 

Learning with VGG16 

5.3.1 Implementation       

            
The VGG-16 architecture is a simple and widely used convolutional neural network 

architecture for ImageNet. In this project, the VGG16 net was trained in the ImageNet dataset 

( Deng et al., 2009). From the ImageNet datasets, the network learns generic features for object 

recognition such as corners and textures. Initially, these pretrained weights facilitates the 

network to learn more optical flow-oriented features for classifying the fall and not-fall events. 

The default input shape of 224 X 224 pixels with 3 input channels are employed. Once the 

VGG 16 architecture is created and trained on ImageNet then it was used in CNN with four 

trainable layers (refer Section 5.3).  The trainable layers of CNN are freeze for preventing their 

weights being updated during training. Moreover, the ReduceLROnPlateau is used for reducing 

the learning rate when a metrics has stopped improving. The stochastic gradient descent 

optimizer is employed to minimise the error during training. A learning rate was chosen to be 

0.0001 and a momentum of 0.9 is used. VGG 16 was implemented based on 10-fold cross 

validation in order to improve the accuracy of training and validation set.  

                        

5.3.2 Evaluation and Results 
 

This experiment is conducted by splitting the data into training set and testing set with a ratio 

of 60:40, Where 60% of data is randomly selected for training and 40% is for testing. The 

optical flow images of fall detection data are divided into training and validation set. The 

validation with training data is implemented, where the number of Epoch is 10. The evaluation 

metrics such as confusion metrics, accuracy, and loss are used for presenting the results. The 

performance of the model for training and validation data is shown by plotting Accuracy and 

Loss graph per epoch. In this experiment, the accuracy is calculated for the testing set. The 

VGG16 net has achieved the testing accuracy of  86% for classifying fall and not-fall events.    
 



 
Figure 5: Confusion Matrix for VGG-16 

 

The confusion matrix shown in (Figure 5) provides information about how well the model is 

capable of predicting the fall event. Out off 22 fall events, 15 fall events were predicted 

correctly, and 7 events were predicted wrongly as not-fall. Even though, when the data was 

imbalanced, VGG -16 performed better in terms of achieving the fall events. The accuracy and 

loss graph are shown in (Figure 6) 
 

 
Figure 6: Accuracy and Loss graph of VGG-16 while training 

  

 

5.4  Experiment 2: Implementation, Evaluation and Results of Transfer 

Learning with Resnet-50 

5.4.1 Implementation 

The ResNet-50 architecture pre-trained CNN architecture are employed for classifying optical 

flow images into 2 classes namely fall and not-fall. In this project, ResNet-50 architecture have 

been trained on a subset of ImageNet database (Deng et al., 2009).  As mentioned in VGG16 

(refer section 5.4.1), the network learns the generic features from the ImageNet for identifying 

the fall events using optical flow images. The image is resized with Input shape of 224X224 

pixel and 3 input channels.  After initializing ResNet-50 with the pre-trained weights, the CNN 

layers are passed to extract the features from the images (Refer Section 5.2). Then, the layers 

of CNN were frozen from preventing the weights being updated during training process. The 

stochastic gradient descent (SGD) with momentum of 0.9 and learning rate of 0.001 was 

employed. The 10-fold cross validation is applied for improving the accuracy of  the training 

set.                                  

5.4.2 Evaluation and Results  
The ResNet-50 model was trained to classify optical flow images of fall and not-fall events. 

This model uses 60% of data for training and 40% of data for testing. For classifying the fall 



events, the performance of the model is mainly evaluated with the accuracy score of testing set 

and with the confusion matrix. The testing set of ResNet-50 has achieved 94% of accuracy 

after 10-fold cross validation is applied on the training set and the validation set.  
 

 
Figure 7: Confusion Matrix for ResNet-50 

From figure 7, the confusion matix of ResNet model shows that the model performed well in 

terms of predicting both the fall and the not-fall events. With the imbalanced data, the  ResNet-

50  model has correctly classified 22 fall labels and misclassified 5 event as not-fall. Therefore, 

the ResNet model was good in understanding and extracting the features from the images and 

performing well in detecting and classifying the fall events. It also helps in reducing the false 

alarm that occurs in the fall detection system. The accuracy and loss graph of training and 

validation set was shown in figure 8. This graph was plotted before applying 10-cross fold 

validation in the training and validation set. 
 

 
Figure 8: Accuracy and Loss graph of ResNet-50 while training  

 

 

5.5  Experiment 2: Implementation, Evaluation and Results of Transfer 

Learning with DenseNet-201 

5.5.1 Implementation 
                     The Dense Convolutional Network (Dense-201) is trained on ImageNet for 

learning and extracting the features for detecting and classifying the falls and the not-falls 

images. This model is implemented similar to ResNet-50 and VGG16 (Refer Section 5.2.1 and 

5.3.1).  The stochastic gradient descent (SGD) with momentum is used for optimizing the 

parameters during the training process. The learning rate of the model is chosen as 0.0001 and 

momentum of 0.9 is used.    
 

              



5.5.2 Evaluation and Results  
The DenseNet-201 pretrained CNN architecture are implemented to classify optical flow 

images of fall events into two classes. The performance of DenseNet-201 is evaluated based 

on accuracy and confusion matrix. Similar to the other models, the dataset for training and 

testing set were divided into 60:40 ratio. The testing accuracy of DenseNet have achieved the 

accuracy of  79 % . The 10-fold cross validation is applied on the training and the validation 

set which helped in improving the accuracy of the model. 

 
Figure 9: Confusion Matrix for DenseNet-201 

 

The confusion matrix for DenseNet-201 is shown in figure 9. It has been clearly observed that 

DenseNet-201 was unable to understand the pattern of data for predicting the falls label. This may be 

due to the problem of class imbalance, since falls contains only 30 sequences whereas the not-falls 

contains 40 sequences.  The accuracy and loss graph of the training and validation is shown in figure 

10. The testing accuracy of the model is 79%, which is good but the model could not be able to predict 

the labels of falls. The accuracy and loss graph of DenseNet-201 is shown in figure 10. 

 
 

 
Figure 10: Accuracy and Loss graph of DenseNet-201 

 

6 Discussion and Comparison of Developed Model (VGG16, 

ResNet-50) 

Implemented Models Accuracy of testing score 
VGG-16 86% 

ResNet-50 94% 

DenseNet-201 79% 

Table 4: Overall Accuracy 

In this research, the comparative analysis has been made between 3 architectural model of CNN 

such as VGG-16, ResNet-50 and DenseNet-201. All the models are implemented with 10-cross 

fold validation. The feature extraction method and pre-trained networks were used to detect 



and classify the falls and not-falls optical flow images. Table 4 gives the comparison of test 

accuracy for the implemented models. The developed architectures of CNN were trained for 

10 epochs. From table 4, it has been shown that ResNet-50 achieves better classification 

accuracy than VGG16  and DenseNet-201 architectures. The DenseNet-201 contains more 

layers than  ResNet-50 and VGG-16. However, for classifying the optical flow images of fall 

and not-fall events, ResNet-50 pre-trained model performed well. This is due to ResNet-50 

model understands the pattern and representation of the image more effectively and precisely.  

Similarly, VGG 16 also performed well in terms of identifying the fall labels when compared 

to DenseNet-201.  

7 Conclusion  

The experiment has been conducted on publicly available dataset namely UR fall detection. 

This vision-based fall detection system was created with transfer learning techniques from 

action recognition in order to overcome the impact of minimum number of samples in the fall 

dataset. The generic features from the optical flow images are learned through transfer learning 

for classifying the fall events. The correlation between consecutive frames were considered by 

staking them together for tracking the motion of  human in the images. Furthermore, image 

augmentation has been applied to overcome the overfitting problem during training process. 

Then, optical flow images were fed as an input to the neural network. The proposed method is 

implemented with the CNN architecture which were tested on grey-scale images to classify fall 

and not-fall events. This research shows that  ResNet-50 have outperformed and achieved the 

highest accuracy of 94% when compared to other two models. The accuracy of VGG-16 and 

DenseNet-201 has achieved the accuracy of 86% and 79% respectively. Whereas, in the 

DenseNet-201 architecture chances are higher that the real fall event could be misclassified as 

not-fall event which could not solve the real purpose of the fall detection system. Thus, the 

proposed transfer learning method will help to overcome these problems. Additionally, it has 

been observed that this method is appropriate for feature extraction from vision-based data and 

classification can be done when the data samples are small. The ResNet-50 model  achieved   

94% of accuracy in this study which is not enough for building an effective classification 

system, Thus, the accuracy of this model should be improved to build effective and accurate 

fall detection system.  

7.1 Future work 

The future work can be done by analysing the RGB images rather than optical flow images. 

Hence, the selection of deep learning algorithm should be more complex for observing the 

motion representations from RGB images. In order to continue this research, fine tuning can 

be applied to the classification algorithms for detecting the fall more accurately.  
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