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1 Introduction 
 

This document is representing the instructions to reproduce the classification of customer 

reviews for business development and to predict customer satisfaction. The steps and 

requirements for reproducing the machine learning models are as follows.  

 

2 System Configuration 
 

Hardware and software setup for the research work is explained below with respective 

diagrams. 

2.1 Hardware Configuration 

For hardware configuration, ASUS laptop has been used, its specification is intel core i5- 

8265U with the speed of 1.8GHz and 8 GB RAM with 1TB HDD shown in Figure 1.    
 
 

 
 

Figure 1: Hardware Configuration 

2.2 Software Configuration 

For software configuration, various software has been used like Jupyter notebook, MS-Excel, 

Power Bi and Twitter API Setup. Figure 2 is showing the version of the Jupyter Notebook 

that has been used with the help of Anaconda Navigator, while Figure 3 and Figure 4 is 

showing how to create an account and get the API keys for the twitter dataset. 
 

1. Anaconda Navigator and Jupyter Notebook (6.0.1) 
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Figure 2: Software Configuration 

 

 

2. Microsoft Excel- It has been used to store the datasets. 

 

3. Power Bi- This software has been used for exploratory data analysis and visualization. 

 

4. Twitter API Account creation and API keys 

 

 
 

Figure 3: Steps for Twitter API Account Creation 
 

 

 
 

Figure 4: API keys and Access tokens provided by twitter 
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3 Implementation 

3.1 Data Source 

The list of data sources used in this project are given below: 

 
Twitter Dataset: https://developer.twitter.com/en 

Yelp Dataset: https://www.kaggle.com/yelp-dataset/yelp-dataset 

3.2 Feature Engineering 
 

1. Twitter Dataset has been extracted from twitter API using the below code shown in 

Figure 5 and Figure 6.   
 

 
Figure 5: Code to retrieve the twitter data 

 

 
 

Figure 6: Code to retrieve the twitter data 

https://developer.twitter.com/en
https://www.kaggle.com/yelp-dataset/yelp-dataset
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2. In the above code, JSON data has been stored in the text file. In the below code in 

Figure 7 and Figure 8, data has been converted into a structured format using python 

DataFrame for both the datasets. 
 

Twitter Dataset 
 

 
Figure7: Code for JSON data to Structured Data 

 
 

Yelp Dataset 
 

 
 

Figure 8: Code for JSON data to Structured Data 
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3. Data has been pre-processed and cleaned that has been shown in Figure 9 and Figure 

10 for both the datasets. 
 

Twitter Dataset 

 

 
Figure 9: Pre-processing of Twitter Data 

 

Yelp Dataset 
 

 
 

Figure 10: Pre-processing of Yelp Data 
 

 

4. Sentiment as a dependent column created using below code shown in Figure 11 and 

Figure 12  
 

Twitter Dataset 
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Figure 11: Dependent column created Twitter Data 

 
 

Yelp dataset 
 

 
Figure 12: Dependent column created Yelp Data 

 
 

5. Stemming of words shown in below Figure 13. 
 

 
Figure 13: Stemming of Text 

 
 

6. Term frequency-inverse document frequency (TF-IDF) Vectorization shown in below 

Figure 14. 
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Figure 14: Term frequency-inverse document frequency  (TF-IDF ) Vectorization of 

Text 
 

7. Below Figure 15 is the Naïve Bayes Model (Experiment 1 and 2) that has been 

implemented for both the dataset. 
 

 
Figure 15: Naïve Bayes Classifier 

 
 

8. Below Figure 16  is the Support Vector Machine Model (Experiment 1 and 2) that has 

been implemented for both the dataset. 
 

 
Figure 16: Support Vector Machine Classifier 

 

9. Below Figure 17 is the Random Forest Model (Experiment 3) that has been 

implemented for the Yelp dataset. 
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Figure 17: Random Forest Classifier 

 
 

10. K-means Clustering with term frequency-inverse document frequency (TF-IDF) 

(Experiment 4) has been implemented using the below code shown in Figure 18. 
 

 
Figure 18: K-means Clustering with TF-IDF 

 

11. Counts of reviews per cluster have been shown in Figure 19. 

 

 
Figure 19: Value Count Per Cluster 
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12. Different clusters with reviews are shown below in Figure 20. 

 

 
Figure 20: Cluster with Reviews 

 

3.3 Evaluation Methods 
 

1. For machine learning classifiers, various performance measures have been 

represented using the below code shown in Figure 21. This is the result of the random 

forest algorithm. 
 

 
Figure 21: Classification Report for Random Forest Model 

 
 
 

2. For clustering, the elbow method has been implemented using the below code shown 

in Figure 22. 
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Figure 22: Elbow Method for K-means Clustering  

 

 

4 Visualization and Exploratory Data Analysis 
 

1. Yelp Businesses have been spread all over the world. Figure 23 is representing the 

locations of various businesses around the world. 
 

 
Figure 22: World Map of Yelp Businesses 
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2. Pie chart of positive, negative, and neutral reviews that has been shown in Figure 

23 given below. 
 

 
 

Figure 22: Pie Chart of Sentiments 

 

3. Review Count per business has been shown in Figure 23 using the Bar Chart. 

 

 
 

Figure 22: Bar Chart of Review Count Vs. Business 
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4. The popularity of various hospitality businesses has been shown below in Figure 

23. 

 

 
 

 

Figure 23: Popularity Vs Business 
 

 

 
 


