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1 Introduction 
 

This configuration manual gives comprehensive set of procedures required to be followed in 

order to replicate the proposed research and achieve identical results. The manual includes 

various sections such as minimum software configuration required, steps to replicate sub 

parts of this research such as pre-processing, transformation, implementation as well as 

evaluation.  

 

2 System Requirement 
 

All the required tools and software for this research can be easily installed in any computer 

system having basic configuration list given below: 

 

Operating System Windows 10 

RAM 8GB+ 

Hard Disk 256GB SSD 

Processor Intel Core i5 8th gen + 

 

All the basic tools / software requires for implementation of this research are listed below:  

 

a. Microsoft Office Suite 

b. Python 3.7 

c. Anaconda Jupyter Notebook 

 

From Microsoft Office suite, MS Excel and MS word were used for data viewing, selection 

and reporting. Python is the core programming language used for the purpose of this 

research. For the purpose of this research python 3.7 was used which could be downloaded 

for free from their official website1. The platform used for programming in python was 

Anaconda which is again freely available to download from their website 2. The program 

called Jupyter notebook from the Anaconda Navigator was used. The advantages of Jupyter 

Notebooks are ease of use, fast implementation, portability, etc.  

 

 

 

 

 

 

 
 
1 https://www.python.org/downloads/ 
2 https://repo.anaconda.com/archive/Anaconda3-2020.07-Windows-x86_64.exe  

https://www.python.org/downloads/
https://repo.anaconda.com/archive/Anaconda3-2020.07-Windows-x86_64.exe


2 

 
 

3 Dataset Selection 
 

The Orange telecom’s datasets were made available on KDD championship data 3 but the 

same data was processed and reuploaded45 with 2 different datasets from the same company. 

This processed data had all the redundant features eliminated and only the required features 

for churn prediction were kept. 

 

4 Importing required libraries and datasets 
 

All the required libraries are imported and dataset is imported and viewed as well as shown 

below. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
3 https://www.kdd.org/kdd-cup/view/kdd-cup-2009/Data 
4 https://bml-data.s3.amazonaws.com/churn-bigml-80.csv 
5 https://bml-data.s3.amazonaws.com/churn-bigml-20.csv 

https://www.kdd.org/kdd-cup/view/kdd-cup-2009/Data
https://bml-data.s3.amazonaws.com/churn-bigml-80.csv
https://bml-data.s3.amazonaws.com/churn-bigml-20.csv
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5 Pre-processing 
 

All the redundant features were eliminated, new attributes necessary for future 

implementation of the model were calculated and some datatypes were changed for ease of 

use further. 

 
 

6 CLV Calculation Model 
 

4 attributes are calculated before getting the final CLV scores. After getting final CLV score 

the updated dataset is stored in csv format in order to retrieve the updated data whenever 

necessary. 
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7 CLV Clustering Model 
 

In this model, the customers are grouped in clusters based on their CLV scores. Also the most 

optimal number of clusters is selected to be 5 using the elbow method. The clusters are 

arranged in ascending order to ease mapping in further steps. 
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Resulting cluster shown with the help of scatter plot 

 

 
 

Sorting clusters: 
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Resulting sorted clusters visualization with the help of scatter plot: 

 

 
 

 

8 Churn Prediction Model 
 

The dataset was viewed, redundant columns for churn prediction were eliminated and 

correlation matrix was used to eliminate highly correlated columns finally churn prediction 

model was implemented with the help of decision tree classifier and the results were 

evaluated based on multiple evaluation metrics.  
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Checking Correlation matrix: 

 

 
 

Removing highly correlated columns and making some further adjustments. 
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After all the above adjustments, finally decision tree classifier was implemented for churn 

prediction and the results were evaluated: 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



10 

 
 

9 Transfer Learning 
 

As done above, same adjustments were made on second dataset in order to perform transfer 

learning.  
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After the required adjustment is performed, the dataset is in the same format as the original 

dataset on which the model was trained. Now the same trained model is tested on this dataset. 
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10 Discount Model 
 
Probable churners are mapped to their CLV scores and appropriate offers/ discounts are generated. 
 

 


