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1 Introduction

This configuration manual would present the system setup,hardware and software re-
quirement. Also, the codes which have been used in programming for implementing
below research work:

‘ ‘Automatic Ticket Assignment using Machine Learning and Deep Learn-
ing Techniques”

2 System Configuration

2.1 Hardware

• Processor: Intel(R) Core(TM) i5-8300H CPU @ 2.30 GHz 2.30 GHz

• GPU: NVIDIA GeForce GTX 1050Ti

• RAM: 8GB

• Storage: 1 TB HDD

• Operting System: Windows 10, 64-bit

2.2 Software

• Google Collaboratory:A free cloud service which provides free service on GPU
for running machine learning and deep learning models on its environment. Also,
for hyper parameter tuning and evaluation.

• Microsoft Excel 2016: used for data storing and data ploting.

• Jupyter Notebook by Anaconda Distribution: An open source software which
has been used for Exploratory Data Analysis and data visualization using python
verson 3.6.5 on jupyter notebook in this research.
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3 Project Development

Python programming language has been used for implementation of this research study.
Firstly, Data Analysis, Data pre-processing stage includes detecting and fixing mojibake,
translation, data cleaning, lemmatization. Followed by data preparation and applying
classification models.Also, K-fold cross validation has been applied on the machine learn-
ing models used in this research study.

In the next section codes develop for this research study has been depicted in detail.

3.1 Data collection

The data has been downloaded from public data repository kaggle 1 and loaded into excel
for further exploration.

3.1.1 Importing libraries into colab

Figure 1: Installation of Libraries

Figure 2: Importing required python libraries

1https://www.kaggle.com/aviskumar/automatic-ticket-assignment-using-nlp
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Refer code from Figure 1 and Figure 2 for all the python libraries which have been
used in this research.

4 Data Pre-Processing and EDA

The outcomes of predictive models are dependent on the type of applied data pre-
processing technique. Generally, the dataset contains noise (irrelevant data) with inform-
ation. It is important to minimize the noise for obtaining high quality information from
the data. In this research, techniques namely text cleaning, fixing mojibake, translating
text, lemmatization and data cleaning have been applied. Furthermore, to transform the
data one-hot encoding, TF-IDF vectorization and synthetic attribute construction have
been applied which enabled model training.

4.1 Initial analysis of data set

Figure 3: Data loading from excel

Figure 4: Head and summary of the dataset
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Figure 3 depicts the data loading i.e reading of excel file into pandas dataframe
whereas, Figure 4 represents top 5 rows and summary of the dataset. From summary
it can be seen that ’password reset’ issues are majorly faced while an inconsistency in
Description column can be observed. Top caller is ’bpctwhsn kzqsbmtp’ and ’GRP 0’ has
been assigned most incidents.

Figure 5: Additional information about dataset

Figure 5 shows that The data set has 4 columns named ’short description’, ’descrip-
tion’, ’Caller’ and ’Assignment group’. The datatype of all features is object.

Figure 6: Missing value and inconsistency in dataset
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There are 8 missing values in ’Short Description’, 1 in ’Description’ and no missing
values are present in ’Caller’ and ’Assignment Group’ and one of the inconsistencies can
be observed from Figure 6.

Figure 7: Function for mojibake identification

For identification of mojibake, function is written in python which can be observed
from Figure 7

Figure 8: Function for translation

Figure 8 represents the function written for translation of text. Also, for generation
of Google Translation API key refer 2

2https://translatepress.com/docs/automatic-translation/generate-google-api-key/
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4.2 Data Cleaning

Figure 9: Regular Expression
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Figure 10: Applied regular expression

In this research study of incident reporting there is no need to concern about emails,
or the sender, the main cognizance of language processing here is to concentrate on con-
tent and subject of incident ticket, the message it is trying to deliver, that being stated
email id’s, to, cc, bcc, problem, footers, computer names, ip addresses, numbers all are
inappropriate and may be removed using regular expressions expressions which is repres-
ented by Figure 9 and Figure 10.

Removal of stop words

Figure 11: Removing of stop words

Stop words removal is necessary before any of the model Figure 11 explains the func-
tion return for stop words.
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Data Normalization

Figure 12: Lemmatization code

Data Normalization has been performed using lemmatization to get root word, code
has shown in Figure 12. 3

Figure 13: Word count and length

Figure 14: Short description and description merged

3https://www.tutorialspoint.com/natural_language_toolkit/natural_language_

toolkit_stemming_lemmatization.htm#:~:text=Difference%20between%20Stemming%20%26%

20Lemmatization&text=In%20simple%20words%2C%20stemming%20technique,always%20get%20a%

20valid%20word
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Figure 15: Target column for training

Adding word count and length, merging of short description and description column
and creating target column from ’Assignment group’ has been explained in Figure 13,
Figure 14 and Figure 15. Also, Dataset summary after pre-processing has been shown in
Figure 16.

Figure 16: Dataset summary after pre-processing

Feature selection
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Figure 17: Resampling and PCA

Figure 18: Principal component Analysis

The use of resampling techniques has been depicted in Figure 17 which at first un-
dersamples and then oversamples the data set to handle the class imbalance. Figure 18
depicts the use of PCA with 95% variance which has reduced the dimensions of data set
from 10736 to 3468.
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5 Code used for Machine Learning and Deep Learn-

ing models

This section consist of code used for modelling which has been done using scikit libraries.
Models such as SVM, Random Forest classifier, K-Nearest Neighbours, ANN and BLSTM
have been applied.

5.1 Data Splitting

Data has been split into train and test i.e 80:20 ratio. Also, K- fold cross validation has
been used for generating efficient and better results (K. S. Manjunatha and Guru; 2019).

Figure 19: Train- test split

Train and test split for model training has been described by Figure 19.

Figure 20: Code for training and evaluation of models
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Figure 20 shows the all the function used in this research for training and evaluation
of the model.

Figure 21: importing Libraries for models

Libraries which been imported for running the classification models are represented
in Figure 21.

5.2 K-Nearest Neighbours

K-Nearest Neighbour has been applied using default as well as optimized parameters.

Figure 22: KNN with default parameters

The code has been shown in Figure 22 for KNN with default parameters. Also,
confusion matrix has been described in same.
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Figure 23: KNN - GridSearchCV and 10 fold cross validation

Refer Figure 23 for KNN with GridSeacrhCV optimization and 10 fold cross validation.

Figure 24: Model training using tuned hyper parameters

5.3 Random Forest Classifier
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Figure 25: Random Forest with default parameters

The code has been describe in Figure 25 for Random Forest with default parameters
and Figure 26 for Random Forest using GridSearchCV with 10 fold cross validation.

Figure 26: Random Forest- RandomizedSearchCV and 10 fold cross validation
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Figure 27: Model training using tuned hyper parameters

Figure 27 shows code used for model training using the tuned hyper parameters.

5.4 Support Vector Machine

SVM has been applied with default refer Figure 28, GridSearchCV and 10 fold cross
validation refer Figure 29 and finally model training with obtained hyper parameter
Figure 30.

Figure 28: Support Vector Machine with default parameters
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Figure 29: SVM - GridSearchCV and 10 fold cross validation

Figure 30: Model training using tuned hyper parameter

Importing libraries for Neural networks

Figure 31: Important libraries for neural network

Refer figure 31 for importing all libraries
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5.5 Artificial Neural Network(ANN)

Figure 32: ANN with five hidden dense layer

Refer code from Figure 32 for implementing ANN with fixed 5 hidden layers and fixed
number of neurons.

Figure 33: ANN with four hidden dense layer

Refer code from Figure 33 for implementing ANN with 4 hidden layers or dynamic
number of hidden layers with descending number of neurons per layer, keras library has
been used for implementation of ANN, ’Adam’ as an optimizer and ’Softmax’ activation
function (Molino et al.; 2018) .
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5.6 Bidirectional Long Short Term Memory (BLSTM)

Figure 34: BLSTM using Five hidden layers

Figure 35: BLSTM using four hidden layers

Refer Figure 34 and Figure 35 for code of BLSTM 4.

Note: All the required notebook settings have already been configured in ’Project x18196292.ipynb’
file. If execution is required then import the notebbook file in google colab and execute.
Also, all intermediate supporting files have also been included in code artefacts.
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