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1 Introduction 
 

This manual contains the step wise information of the research conducted in identifying the at-

risk students using clustering technique. By following the steps and procedures in this 

document the research project can be completely reproduced. This report also contains 

information of environmental step-up and system requirements of the conducted research. 

 

2 System Specification  

2.1 Hardware Configuration 
 

 
Figure 1. Hardware specification 

 

Figure 1 shows the hardware specification used in this research work for the project 

implementation. 

 

2.2 Software Configuration 
 

In this research implementation part is conducted using python programming language of 

version 3.7.4. To use this programming language Anaconda for windows version has to be 

installed1 . 64-bit graphical installer for windows version is used in this research work which 

is shown in figure 2. 

 

 
 
1 https://www.anaconda.com/ 

https://www.anaconda.com/
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Figure 2. Anaconda Installer 

 

After installation of the anaconda software anaconda navigator will display different Integrated 

Development Environment (IDE) in which Jupyter notebook of version 6.0.1 is used in this 

research which is shown in figure 3. 

 

 
 

Figure 3. Anaconda Navigator 

 

After downloading the anaconda, python libraries related to the projects has to be imported. To 

import the libraries into the Jupyter notebook IDE. Anaconda Powershell Prompt is opened by 

searching it in windows search bar. And pip install command and the name of the below 

mentioned libraries is used to import the python libraries package to the IDE. 

 

• Matplotlib-version 3.1.1 

• Seaborn-version 0.9.0 
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• Scikit-learn- version 0.21.3 

• Pandas -version 0.23.4  

• Numpy-version 1.16.5 

• Plotly-version 4.2.1 

• Scipy-version 1.4.1 

•  

3 Implementation of the Models 
 

After the installation of the software to implement the project below steps can be performed to 

reproduce the clustering models and replicate the project result used in this research. 

 

3.1 Data Source 
 

For this research dataset is downloaded from the Open University 2.Which is a publicly 

available dataset and it is downloaded as a zip file. After unzipping the folder 7 different files 

related to student’s interaction with virtual learning environment, student’s academic 

performance and student information are present in the files. 

 

3.2 Import of Libraries 
 

After downloading the dataset in the local machine jupyter notebook is launched from the 

anaconda navigator prompt. And, New drag down button is clicked then python 3 is chosen to 

open a new notebook to implement the project which is shown is figure 4.  

 

 

 
 

Figure 4. Homepage 

 

 

Figure 5 shows the libraries that is used in this research project. 

 

 

 
 
2 https://analyse.kmi.open.ac.uk/ 

https://analyse.kmi.open.ac.uk/
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Figure 5. libraries 

 

3.3 Data Pre-processing 
 

After importing the libraries and dataset in to the Jupyter book, next thing is to process the data. 

In this research for processing the data three different attributes are mainly extracted from the 

7 different files by merging the files using the primary key column which is students ID in all 

the files. The screenshot of three attributes creation code snippet is given below. 
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Figure 6. Student learning behaviour attributes pre-processing part-1 

 

Figure 6 shows the dropping of columns, aggregating of clicks for each site and for each 

student. 
 

 
Figure 7. Student learning behaviour attributes pre-processing part-2 

 

Figure 7 shows the week wise clickstream aggregation for each student and unmelt function 

which is used to get the original data frame and pivot function is used to convert the week wise 

columns to rows. 
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Figure 8. Student performance attributes pre-processing  

 

Figure 8 shows normalization of weights for all the courses and new column creation namely 

total mark, mark, attempted weights for each student are created. 

 

 
 

Figure 9. Student demographic attributes pre-processing 

 

Figure 9 show the one hot encoding is done using the dummies function and primary column 

is created using the group by and cat function. 

 

 
Figure 10. Merging of columns 

 

In the above block three different attributes are merged using left out join function in pandas 

data frame and single aggregated dataset has been used to build the clustering model. 
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3.4 Data Modelling 
 

In this section steps taken to implement the multiple clustering models and methods used to 

find the number of clusters in this research is discussed below. Implementation screenshot of 

the process followed is given below. 

 

 
Figure 11. Gap Statistics 

 

Figure 11 shows the minmax function which is used to normalize the data before giving as an 

input to the gap statistics method. And to determine the number of clusters for the data gap 

statistics approach is used. 

 

  
Figure 12. Gaussian Mixture model 

 

Figure 12 shows the implementation of the gaussian model and the parameters used to run the 

model. Also, after running the model the dispersion of the data points formed as clusters is 

visualized using seaborn libraries in python. 
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Figure 13.K-Prototpye model 

 

Figure 13 shows the code snippet of k-prototype model and the parameters used to improve 

the accuracy of the model.  

 

         
Figure 14. Hierarchical Clustering model 

 

Figure 14 shows the code snippet of hierarchical clustering and visualization used in the 

implementation of the models. 

 

3.5 Evaluation of Clustering Models 

 

In this research multiple models performance is compared to find the best performing model 

using clustering evaluation metric. And evaluation metric is used to find the better separation 

of clusters between the data points and also to check the better-defined clusters. Shown below 

are the code snippet of evaluation metric. 
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Figure 15. Gaussian Mixture evaluation metric 

 

 
            

 
Figure 16. Hierarchical evaluation metric 

 

 

         

 
Figure 17. K-Prototype evaluation metric  

 

3.6 Visualization 
 

To interpret the data points between the clusters PyLab library is used from python which bulk 

imports both the Matplotlib and NumPy libraries. Multiple markers have been used for the 

visualization to find the dispersion of the clusters. Figure 18 shows the code snippet of the 

visualization used in this research. 
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Figure 18. Visualization   

 

 


