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1 Hardware and Software Requirements 

Google Collab is a cloud-based environment that is an open platform used to develop deep 

learning algorithms. Gmail account is required to sign into Google Collab. In the beginning 

each user is allocated with a default 12.73 GB of RAM which can be upgraded up to 25GB 

and also 64 GB of Hard Disk Space. The research work is performed using the below- 

mentioned specifications. 

 

RAM 12.73GB RAM 

Hard Disk Space 64 GB 

OS Windows 10 

Runtime GPU 

 

The deep learning models are developed using Detectron2 and MM Detection Frameworks. 

To install these, the below requirements are to be met (Detectron2: A PyTorch-based  

modular object detection library, 2019) 

 

Detectron2: 

Python >=3.6 

PyTorch >= 1.4 

Open CV optional (Installation — detectron2 0.2.1 documentation, 2019) 

 

MM Detection: 

Python 3.6+ 

PyTorch 1.3+ 

CUDA 9.2+ 

GCC 5+ 

mmcv-full (Installation — MMDetection 1.0.0 documentation, 2018). 
 

Tensor Board is used to Visualize the created model 

Labellmg Tool is used to Label the images. 

 
 

2 Data Collection and Preparation 

Data Collected from ImageNet and VIVID Vehicle tracking website as shown in figure 1 and 

figure 2. Data is publicly available for research purposes. 
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Figure 1: Data Collected From ImageNet 
 

 

 

 
 

 

Figure 2: Data Collected From VIVID Website 
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The gathered images are labelled according to each class using the Labellmg tool and saved 
in pascalvoc format as shown in figure 3 (Pokhrel, 2020). 

 

 

 

Figure 3: Labeling images 

 
 

For creating COCO JSON file python code is written in google collab the figure 4 shows 

mounting google drive to collab to load data. 
 
 

 

Figure 4: Mounting Google Drive 
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After loading data, binary mask images are created. These are helpful to generate JSON file 

and it contains ground truths and boundary box values, etc. In mask images, the white colour 
box indicates the object and the black colour indicates the background. 

 

 

 

Figure 5: Binary Mask Images 

 
 

Below figure 6 represents the creation of the coco Json file. Three files are generated 

separately to train, validate, and test. 
 

Figure 6: coco json file 

 
 

3 Implementation and Evaluation of Models 

Faster R-CNN model is implemented using Detectron2 library. The following figure 7 

displays the Environment setup of detectron2. 
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Figure 7: Detectron2 Setup 

 

 

Figure 8 shows the required libraries and loading the data from drive to object detection 

directory. 
 

 

 

Figure 8: Importing Libraries 
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Figure 9 shows registering the JSON files and image shapes under the coco instances and the 

metadata catalog contains dataset information like no of classes etc which can be useful to 
visualize and evaluate. 

 

 

 

Figure 9: Data Registering 

 

Randomly visualizing the ground truth annotations with class names in figure 10. 

 

 

Figure 10: Visualizing Annotations 
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Preparing the Faster R-CNN model for training as shown in figure 11 using config file and 

training data using pre-trained weights from the model zoo with learning rate, batch size, and 
with 20k iterations. 

 

Figure 11: Traing the Faster R-CNN model 
 

In figure 12 we can see the Faster R-CNN model with FPN using ResNet backbone. 
 

 
 

 

Figure 12: FPN using ResNet Backbone 
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Training data Average Precision and Average Recall values are calculated as shown in figure 

13 at different IOU thresholds and at different object sizes. For each class, average precision 

value is calculated (COCO Consortium, 2016). 
 
 

 

Figure 13: Precision and Recall values on Train Data 

 

Visualizing the precision and recall values of trained Faster R-CNN model using the Tensor 

Board as shown in figure 14. 

 

Figure 14: Visualizing Results 
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Output Predictions of the created Faster R-CNN model on test data is shown in figure 15. 

 
 

Figure 15: Faster R-CNN Predictions 

 
 

As shown in figure 16, predicting the objects from an image taken randomly from google to 

test the Faster R-CNN model performance. 
 

Figure 16: Tesing on Google Images 
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Creating the Environment to train SSD300 model using MM Detection as shown in figure 17 

ans downloading the required libraries. 

 

 

Figure 17 : Creating the Environment 

 

Training the SSD300 model using train.py and passing the config file SSD300_VGG_16.py 
which contains model parameters and in figure 18 it shows Cuda, PyTorch, python, and GCC 

versions. 
 

 

 

Figure 18: Training SSD300 
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SSD300 model Average Precision and Average Recall values are displayed as shown in 

figure 19. 
 

 

 

Figure 19: Precision and Recall Values for SSD300 

 
 

Visualizing the model mean average precision and recall values using the tensor board as 

shown in figure 20. 
 
 

 

Figure 20: Visualizing precision and recall values 
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SSD300 model output predictions are shown in figure 21. Threshold score was set to 0.6. The 

model show boundary boxes with a score greater than or equal to 0.6. 
 

Figure 21: SSD300 Model Predictions 

 
 

Testing SSD300 model performance on the image taken from google as shown in figure 22. 
 

Figure 22: Testing on Google Images 
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