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Configuration Manual 
Mrunali More 

x18189059 

MSc Research Project in Data Analytics 

 

1 Introduction 
This configuration manual outlines the details about hardware, software 

specifications and programming steps required for the implementation of the 

research project “ANALYZING THE IMPACT OF MULTIPLE STOCK 

INDICES IN PREDICTION US DOLLAR INDEX.” 

2 System Configurations 

2.1 Hardware 

• Processor: Intel(R) Core(TM) i5-8265U CPU @ 1.60GHz 1.80 GHz 

• RAM: 8 GB 

• System Type: Windows 10 64-bit Operating System, x64-based processor 

• GPU: Intel(R) UHD Graphics 620, 4GB and NVIDIA GeForce MX250, 

2GB 

• Storage: 512GB SSD 

2.2 Software 

• Google Colaboratory 

Google Colaboratory, also called as “Colab” similar to Jupyter 

Notebook, enables the user to write and execute python code using free 

cloud services and GPU & TPU services, specifically build for Machine 

Learning and Data Analysis projects. In this project, colab is used for data 

download, data pre-processing and transformation, modelling, evaluation 

and visualization of predicted results. The GPU services can be enabled 

from Runtime -> Change runtime type -> Hardware accelerator -> GPU. 
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3 Project Development 

3.1 Data Collection 

The data of the US dollar index and all four stock indices 

(NASDAQ, NYSE, S&P and Dow Jones Industrial Average-DJIA) is 

gathered from Yahoo Finance. The data of Yahoo Finance can be directly 

downloaded using the library ‘pandas_datareader’ as shown in Figure 1. 

The data is retrieved as a pandas data frame containing six variables and 

date as an index of the data frame.  

 

 
Figure 1. Data Retrival using pandas_datareader 

 

3.2 Data Pre-processing 

3.2.1 Merging of Data 

Pre-processing of data involves removing missing values and merging of 

datasets, as shown in Figure 2. US dollar dataset contains a total of 7636 rows, 

and all stock indices data contains 7559 rows. 

First, the data of the US dollar is stored in a new data frame, which contains 

values present for dates common for both US dollar index and stock indices. 

Then the data which is not present in the stock index but available in the US 

dollar index is stored in a new data frame, and all the absent values are removed 

from stock indices data. 

Finally, the data with only close prices of all datasets are stored in a new data 

frame named finaldata.  
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Figure 2. Removing missing values and Merging of data 

 

3.3 Data Transformation 

3.3.1 Data Decomposition 

Decomposition of time series shows the seasonality, trend and white noise 

present in data. As shown in Figure 3., ‘seasonal_decomposition’ package from 

‘statsmodel’ library is used for the decomposition of the US dollar index. 

 

 
Figure 3. Data Decomposition 
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3.3.2 Normalization of Data 

To convert all the data into one range (0, 1), data is normalized using the 

‘MinMaxScaler’ package is imported from ‘sklearn’ library can be seen in 

Figure 4. The output of the scaler is NumPy array which is then stored into a 

new pandas data frame named normdata. 

 

 
Figure 4. Data Normalization 

 

3.3.3 Unit Root test 

The Augmented Dickey-Fuller test checks the stationarity of time series data. 

The properties of Stationary data like variance and mean do not vary with time. 

Package ‘adfuller’ from the library ‘statsmodel’ is used, as shown in Figure 5. 

The p_values less than 0.05 indicates stationarity in data. 
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Figure 5. Unit Root Test: ADF 

 

3.3.4 Johansen Co-integration Test 

Johansen co-integration test checks the long-term relationship between data. 

Package ‘coint_johansen’ is imported to perform the test. In this, 

coint_johansen().cvt gives critical values,  coint_johansen().eig provides 

eigenvalues and coint_johansen().lr1 provides trace values to check the 

hypothesis. 

 

 
Figure 6. Johansen Co-integration Test 
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3.3.5 Granger Causality Test 

Granger causality test checks the null hypothesis that past values of stock 

indices do not cause the US dollar index. Package ‘grangercasualitytests’ is 

imported to perform the test. The p_value < 0.05 indicates the rejection of the 

null hypothesis.  

 

 
Figure 7. Granger Causality Test 

3.4 Implementation of models 

To forecast the US dollar index, statistical model SARIMAX (Seasonal 

AutoRegressive Integrated Moving Average), new time series model Prophet 

developed by Facebook, machine learning model Extreme Gradient Boosting 

and Long Short Term Memory neural network are applied using stock index 

prices as external factors.  

3.4.1 Multivariate seasonal ARIMA (SARIMAX) 

• Data Spilt 

To validate the result of SARIMX model, data is divided into training (80% 

of total data) and testing (remaining 20% of data) 
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Figure 8. Train and Test Split 

 

• Pre-processing for SARIMAX 

To find the least value of AIC (Akaike Information Criteria) different 

combinations of non-seasonal order (p, d, q) and seasonal order (P, D, Q) are 

executed as shown in Figure 9. 

 
 Figure 9. Getting values of AIC  

 

To determine the values of non-seasonal order (p, d, q) and seasonal order 

(P, D, Q) are cross-checked by plotting graphs of the autocorrelation function 

and partial autocorrelation. Packages ‘plot_acf’ and ‘plot_pacf’ are imported to 

plot the graphs of ACF and PACF, as shown in Figure 10. 

 

 
Figure 10. ACF and PACF plot 

• SARIMAX model 

Package ‘SARIMAX’ is imported from ‘statsmodel’ to develop a model. 

The normalized values are reversed back to the original scale using 

‘inverse_tranform()’. Refer to Figure 11 for SARIMAX model.  
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Figure 11. SARIMAX model 

 

3.4.2 Prophet model 

• Pre-processing for Prophet 

The data is divided into train and test (80:20). Prophet model requires a data 

frame containing column ‘y’ as the dependent variable and column ‘ds’ with 

dates. As shown in Figure 12. 

 

 
Figure 12. Developing data frame for Prophet 

 

• Prophet default model 

Refer Figure 13 for the Prophet model with default parameters. 
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Figure 13. Prophet default model 

 

• Prophet with yearly seasonality parameter 

Refer to Figure 14 for the Prophet model with yearly seasonality parameter. 

 

 
Figure 14. Prophet model with seasonality parameter 

 

3.4.3 Long Short-Term Memory (LSTM) model 

• Pre-processing for LSTM 

Date and its features are added to the data, as shown in Figure 15. 

 

 
Figure 15. Date and its features 
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For LSTM, data is split into training, validation and testing (68:12:20) as 

shown in Figure 16. 

 

 
Figure 16. Training, validation and Test split 

 

• LSTM model 

Five layered (1 input layer - 3 hidden layers - 1output layer) is built as 

shown in Figure 17 and 18. 

 

 
Figure 17. LSTM model 
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Figure 18. LSTM prediction 

 

3.4.4 Extreme Gradient Boosting (XGBoost) 

• Pre-processing in XGBoost 

Date and its features are added to the data, as shown in Figure 15. 

Data is divided into train, validation and test as shown in Figures 19 and 

20. 

 

 

 
Figure 19. Testing data for XGBoost 

 

 
Figure 20. Training and Validation for XGBoost 

 

 

• XGBoost Model 

Code for default XGBoost model is shown in Figure 21. 
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Figure 21. XGBoost Default 

 

 Code for tuned hyperparameters is shown in Figure 22. 
 

 
Figure 22. XGBoost tuned hyperparameters 

 

Code for tuned hyperparameters with three-fold cross-validation is shown 

in Figure 23. 
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Figure 23. XGBoost with 3-fold cross-validation 

 

3.5 Evaluation of predicted results 

The predicted results are evaluated using sklearm metrics 

‘mean_squared_error’ and ‘mean_absoulte_error’ as shown in Figure 19. 

 

 
Figure 24. Evaluation Metrics 

 

3.6 Visualization of predicted results 

To plot the graphs of the predicted result, ‘matplotlib’ library is used, as 

shown in Figure 25. 

 

Figure 25. Visualization using matplotlib 

Figure 26 shows the code to the plot of SARIMAX residual diagnosis. 
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Figure 26. SARIMAX residual plot 

 


