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1 Introduction

This manual lists all the Software , Hardware requirements and the underlying code used
to implement the research project titled
”Alzheimer Disease Detection and Prognosis from Clinical Data using Ma-
chine Learning Techniques”

2 System Configuration

2.1 Hardware

RAM : 8GB minimum( 25.51GB GPU , TPU available on Google Colab Pro)
GPU : T4 and P100
System OS : Windows 10
Hard Disk Storage : 100GB (Google Drive Storage)

2.2 Software

Software Computing Tools Used : Python 3 Jupyter Notebook (Google Colab), Overleaf,
Microsoft Excel, Tableau
Browser Engine : Google Chrome/ Firefox
Email : Gmail login to access Colab Pro.

3 Project Development

As mentioned we perform major steps in Design process Stage11: Data Collection Stage
2: Data Pre-Processing Stage 3: Building Regression and Classification models Stage 4:
Evaluation of Models
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Figure 1: Alzheimer Disease Detection - Design Flow

3.1 Data Collection

The dataset name is TADPOLE which is downloadable from ADNI website as shown
below we have to apply for ADNI database access after we can download Alzheimer’s
TADPOLE data using the link 1 which looks like this

1https://ida.loni.usc.edu/login.jsp?project=ADNI#
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https://ida.loni.usc.edu/login.jsp?project=ADNI##


Figure 2: ADNI Login with credentials

Figure 3: Mounting Google Drive in Colab

Click on URL and input authorisation code to mount drive and use Input data files
in drive
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Figure 4: LONI Databases list

Shows all repository access , we need to select ADNI database and click on ”Go”
option

Figure 5: Selection of TADPOLE Challenge data

It shows under Download/ test data, we need to click on Tadpole data and load in
Google Drive
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Figure 6: List of Important libraries imported

sklearn is the most important Machine learning and deep learning library along with
visualisation libraries seaborn, matplotlib are used
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Figure 7: Dropping redundant coloumns
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Figure 8: creating train and validation data split for ML
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3.2 Machine Learning Models

Figure 9: Elastic Net regressor to predict MMSE, Ventricles Norm, ADAS13
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Figure 10: Gradient Boosting Regressor model building process

9



Figure 11: Neural net regressor model building process
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Figure 12: Neural net regressor loss vs Epoch
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Figure 13: Support Vector classifier modelling process
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Figure 14: Neural Net Classifier model building

3 hidden layers with neurons 128,512,1024 is built with output=3 AD classes, lowest
learning rate=0.001, epochs=100, activation=ReLU, optimiser=Adam
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Figure 15: neural net classifier accuracy
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Figure 16: Gradient Boosting Classifier

Overall validation accuracy of 73% is obtained with shown parameters
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Figure 17: Training data prep for LSTM
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Figure 18: Dynamic LSTM model building step

17



Figure 19: LSTM Accuracy vs Epoch

Dynamic LSTM which is a type of Recuurent Neural network outperforms all other
classifiers with a validation accuracy of 78%
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