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1 Introduction

This document is the configuration manual and has all details on project spec-
ifications, hardware, software requirements and the programming phases of im-
plementation for the below research project in detail:
“Predictive Modelling to Forecast the Crop Yield and Classification
of Plant Diseases”

2 System Configuration

2.1 Hardware

• Processor: Intel(R) Core(TM) i5-8265U CPU @ 1.60GHz 1.80 GHz
• RAM: 8 GB
• System Type: Windows OS, 64-bit
• Storage: 1 TB HDD

2.1.1 Software

• Microsoft Excel 2016: This spreadsheet tool offered by Microsoft is used for
storing the downloaded datasets in flat files as CSV (comma-separated values).

• Google colaboratory: This is also commonly known as colab, which is a
free cloud service that provides the users with free GPU services to run machine
learning models in an environment like Jupyter notebook. For this research,
colab extensively used for all the data analysis, visualization and modelling. In
colab, there is an option to either select GPU or TPU settings depending on
the volume of data used. For this research, GPU services were used, and this
setting is found under the ‘Runtime’ tab and ‘change runtime type’ option. The
reference is provided in Figure 1.
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Figure 1: GPU setting in Google colab

3 Project Development

Implementation of this entire research work is done using Python programming.
Initial stages of the research project development include data pre-processing,
merging the datasets and label encoding. After data preparation, predictive
modelling is implemented using machine learning techniques in python using
the sk-learn (scikit-learn) and keras libraries.

3.1 Data Preparation

Data pre-processing is carried out using the pandas (data frame) and NumPy
(arrays) libraries. In the research 3 datasets are used, among which 2 are in
CSV format and another is an image dataset.

3.1.1 Agriculture Dataset

The agriculture dataset consists of data related to State name, district name,
season, crop type and production.

Figure 2: Metadata of agriculture dataset
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First, the check is done for missing values. Figure 2 shows that the dataset
does not have any missing values.

Figure 3: Missing data

Since there is no discrepancy in the dataset, no further actions were taken.

3.1.2 Rainfall Dataset

The rainfall dataset is also in csv format and has data on State name, year,
monthly rainfall and annual rainfall.

Figure 4: Metadata of rainfall data

Few of the State names in rainfall dataset have a discrepancy in naming
convention and it was handled as given in Figure 5.
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Figure 5: Code to update few naming convention

The dataset also has another discrepancy in state names were a single State
is updated with different names. For example, The state of Andra Pradesh is
provided as both Coastal Andra Pradesh and Rayalseema. These two names
have to updated to Andra Pradesh. A function provided in Figure 6 and Figure
7 is used for this purpose. The several States had to updated correspondingly.

Figure 6: Function to update State names
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Figure 7: Function to update State names

The multiple States in this dataset are grouped and provided as one. These
need to split and given individual values. This task was performed using the
code provided in Figure 8.

Figure 8: Code to split the grouped States

Using the below information, new columns are added to rainfall dataset us-
ing the code provided in Figure 9 and Figure 10.

Rabi Months : October to March
Kharif Months : July to October
Summer Months : April to June
Whole year : All
Winter months: October to January
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Autumn months : September to November

Figure 9: Code to create new columns using defined information
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Figure 10: Code to create new columns using defined information

3.1.3 Plant Image dataset

The plant image dataset consists of 70,295 images of plant leaf which belong to
38 different disease classes. Since the dataset is huge, it was first zipped and
loaded into Google drive. From colab, this data was loaded from Google drive
and unzipped for further research. The code used for this process is given in
Figure 11.

Figure 11: Code to access data from Google drive

After loading the data, labels were created using code in Figure 12
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Figure 12: Label creation

3.1.4 Data Merging

The agriculture and rainfall dataset needs to merged but before merging it
should be made sure to have consistent data. The code in Figure 13 is used for
verifying the matching State names in both datasets.
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Figure 13: Code to verify matching State names

The rainfall value from rainfall dataset was added to agriculture data on a
conditional matching statement. The code for this is provided in Figure 14.

Figure 14: Code to merge data

3.2 Feature Engineering

Application of feature engineering techniques will help the models to perform
better and provide good accuracy. For the combined agriculture and rainfall
dataset encoding techniques were applied.

One-Hot Encoding
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Using one-hot encoding it is possible to convert categorical values into nu-
meric ones. Code to apply one-hot encoding in provided in Figure 15.

Figure 15: One-Hot Encoding

Label Encoding
Using label encoding process it is possible to convert the labels into numerical

form. Code to apply label encoding is provided in Figure 16.

Figure 16: Label Encoding

Label encoding was found suitable for the dataset and hence one-hot encod-
ing and binary encoding were discarded.

After encoding the missing values in the dataset was analysed and were
imputed with the help of mean values. The code to update the missing values
is provided in Figure 17.
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Figure 17: Code to update missing values

3.3 Modelling

Random Forest Regressor, Decision Tree Regressor, Gradient Boost Regressor,
Convolution Neural Network were used for modelling.

3.3.1 Data Split

The data was scaled and then split into training and testing sets. Code used to
split the dataset is provided in Figure 18.

Figure 18: Code to split the dataset

The code to split plant image dataset is given in Figure 19.

Figure 19: Code to split the dataset

3.4 random Forest Regressor

Code for implenting Random Forest Regressor in given in Figure 20.
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Figure 20: Code for implementing Random Forest

3.5 Decision Tree Regressor

To implement Decision Tree Regressor refer Figure 21.

Figure 21: Code for implementing Decision Tree Regressor

3.6 Gradient Boost Regressor

Refer the figure 22 for implementation of Gradient Boost Regressor.
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Figure 22: Code for implementing Gradient Boost Regressor

Code for implementing Convolution Neural Network on plant image dataset
is given in Figure 23.

Figure 23: Code for implementing CNN model
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