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Configuration Manual

Donovan Michael Jeremiah
x18181562

1 Introduction

The configuration manual is part of the project code for the paper titled ’Detecting
Depression from Speech with Residual Learning’. It contains system setup, and the
explanation of the preprocessing steps and neural network models that were implemented
as part of the research project.

2 System Setup

The preprocessing steps, model execution and evaluation of the 3 models (Base-CNN,
AlexNet, and ResNet-18) used in this research was executed on Google Colab as the local
system environment (laptop) did not meet the recommended system requirements for the
project.

2.1 Hardware

• Environment: Google Colaboratory’s online cloud-based Jupyter notebook envir-
onment.

• Processor: NVIDIA Tesla P100 GPU, 16GB

• RAM: 25 GB

• Operating System: Ubuntu 18.04.3 LTS

• Disk Storage: 150 GB

• Google Drive Storage: 200 GB

2.2 Software

• Jupyter Notebook (Google Colab)

• Python Version: 3.6.9

• Keras Version: 2.4.3

• Tensorflow: 2.3.0
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2.3 Main Packages Used

Preprocessing:

• import numpy as np

• import pandas as pd

• pyAudioAnalysis

• scipy.io.wavfile

• wave

Neural Network Models:

• keras

• tensorflow

• sklearn

3 Data Collection

The data1 used in this project is the Wizard-of-Oz interviews from the Distress Analysis
Interview Corpus (DAIC-WOZ). It was from obtained from the University of South-
ern California’s Institute for Creative Technologies. The official documentation2 for the
DAIC-WOZ database is found at its homepage.

It consists of 189 .wav audio files of interview sessions between Ellie, a virtual inter-
viewer (who is controlled by a human in another room) and the participant.

The data must be downloaded and placed in google drive. Its appropriate path must
be placed in the AUDIO FOLDER PATH variable of the config.py file as seen below.

Figure 1: config.py

1https://dcapswoz.ict.usc.edu/
2https://dcapswoz.ict.usc.edu/wwwutil_files/DAICWOZDepression_Documentation.pdf

2

https://dcapswoz.ict.usc.edu/
https://dcapswoz.ict.usc.edu/wwwutil_files/DAICWOZDepression_Documentation.pdf


Figure 2: Audio files from DAIC-WOZ.

4 Preprocessing

4.1 Audio Segmentation

Figure 3: segmentation.py
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4.2 Spectrogram Extraction

Figure 4: spectrograms.py
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Figure 5: Log scaling of spectrograms (spectrograms.py).

Figure 6: Segmented audio from previous step and spectrograms.
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4.3 Exclusion of Shorter Interviews

Figure 7: Code to see what interviews to exclude (main.ipynb).

4.4 Random Undersampling

Figure 8: Fixed no. of random samples taken from each participant’s spectrogram
(randomsampling.py).
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4.5 Preprocess input for Neural Networks

Figure 9: Preprocess the input for Keras models (Base-CNN, AlexNet, ResNet-18)
(main.ipynb).
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5 Neural Network Models

5.1 Base-CNN

Figure 10: Implementation of Base-CNN (cnn.py)
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Figure 11: Base-CNN with K-fold (main.ipynb)

9



5.2 AlexNet

Figure 12: Implementation of AlexNet (alexnet1.py)

Figure 13: AlexNet with K-fold (main.ipynb)
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5.3 ResNet-18

Figure 14: Implementation of ResNet-18 (resnet1.py)

11



Figure 15: ResNet-18 with K-fold (main.ipynb)
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6 Evaluation

Figure 16: Calculates Confusion Matrix and metrics like precision, recall, and f1-score
(evaluate.py)
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