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1 Introduction 
 

Configuration Manual provides detailed documentation of the implementation of Storm 

Trajectory Prediction System. The system configurations required for the project are listed 

as below: 

 

Operating System: Windows 10 

Processor: Intel i7 2.8 GHz 

RAM: 12 GB 

System: 64-bit Operating System 

 
 

2 Integrated Development Environment 
 

The project is implemented using Python 3.7 version on Google Colab1. Google Colab is 

a free cloud service where the python applications can be developed and can be executed 

on GPU if required. As this project does not involve large processing, the Google Colab 

environment is kept in default CPU mode. To save the dataset, Microsoft Excel is used 
 

3 Datasets 
 

The National Hurricane Center (NHC) data present on Kaggle2 data repository is used for 

the research. The data is present in CSV file format and contains 49105 records. The data 

file is uploaded on Google Colab environment 
 

4 Data Preprocessing 
 

The code implemented as part for the research is developed with the reference of GitHub 

Repository3 and the LSTM model hyperparameters are based on a previous research 

carried out by authors (Alemany et al., 2019) 
 

As a first step of the implementation, the HURDAT2 dataset is loaded into Google Colab 

environment from local system.  As a next step, all the required libraries are loaded for the 

analysis 

 

 
1 https://colab.research.google.com/notebooks/intro.ipynb#recent=true 
2 https://www.kaggle.com/noaa/hurricane-database 
3 https://github.com/hammad93/hurricane-net 

https://colab.research.google.com/notebooks/intro.ipynb#recent=true
https://www.kaggle.com/noaa/hurricane-database
https://github.com/hammad93/hurricane-net


 
 

The data file is loaded into dataframe and further is processed using different processing 

techniques. 

 

 
 

 
 

Data preprocessing: 

From the dataset, irrelevant columns are removed and the remaining columns are renamed for 

better understanding. Null values and duplicate records are checked in the data. The Latitude 

and longitude columns are changed from string type to float for further calculations 
 



 

 

 

 

 
As seen from the above outputs, there are no null values in the data. The below code 

describes the number of storms present in the dataset 

 

 

 
 

 

 
 

 
 

 
 



Date Extraction: Day, Month and Year is extracted from date column whereas Hour is 

extracted from time column 

 

 

 
 

 

 

5 Exploratory Data Analysis (EDA) 
 

The Below figure shows the frequency of Storms by month. As per the figure, July month 

displays the highest tropical storms 
 

 
 

 

 

 

 

 

 

 



Below figure explains the category wise storm distribution. The categories are described in 

the comments of the code 

 
 
 
 
 
 

The windspeed and pressure distribution is plotted using seaborn library 

 

 
 

 
 



6 Data Transformation 

Data is transformed using multiple techniques like log transform, feature scaling, handling 

outliers. Distance of the storm is calculated using great-circle distance whereas angle of the 

storm or direction is calculated using in-build mathematical functions. All the comments in 

the code explains the transformation steps 

 

 
Checking the newly added columns distance and direction in the dataframe 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



Displaying the distribution of storm instances across the data 

 

 
 

Below graphs shoes the longest travelling storm trajectories 
 

 



 

Checking the outliers in the data and removing them 
 

 
 

Distribution of the data after removing outliers 
 

 
 
 

 
Defining the Grid Model 

 

Below code depict the grid model design. As seen in the code Grid_Point column is created 

in the dataframe and using the hyperparameters, the grid points are developed. 
 

 

 
 

 
 

 



 

7 Implementation and Evaluation of RNN models 
 
For predicting the storm trajectories, LSTM and BiLSTM models are applied. Below code 

shows the model design 

 

 
 
Before training the model, the manual feature selection is performed by selecting only the 

required columns and removing columns like Month, Day, Hour, Event, Latitude, Longitude 

and Status.  

 
 

Below code shows that the data has 7627 grid points. 
 

 
 

 

 

 

 

 

 

 

 

 



The data is scaled for final models using MinMaxScalar functions. 
 

 
 
 

Splitting the data into training and testing sets: 

Simple random sampling is used for splitting the data into training and testing set. The 

Training set contains 80% of the data. The model is trained for sequence data which means if 

the sequence of features is 1 to 15 in training set, the predicted feature is 16th value and so on. 
 

 
 
 

The X_train and X_test has 10068 and 2518 records respectively with 5 features and 

sequence window of 15 
 

 
 
 

Model 1: LSTM 

 

Long Short-Term Model is applied with 28 neurons, dropout value of 0.1and two hidden 

layers. Activation function ‘tanh’ is used with loss function of mean squared error and ‘adam’ 

optimizer. 
 



 
 
 
 

 
 



 
 

 
Once the model is trained, the prediction is done using X_test. The test data is evaluated 

using MSE, MAE, RMSE and R-squared values which are displayed in below figure 

 

 
 

 

 

 

 

 

 

 

 



The model loss diagram is plotted for checking the training progress of LSTM model 

 

 
 

Actual vs Predicted grip points are for LSTM model 
 

 
Model 2: Bidirectional LSTM 

 
The bidirectional LSTM model is applied with hyperparameters such as dropout value with 

0.05, 64 neurons and single hidden layer. Activation function ‘tanh’ is used along with loss 

function ‘mean squared error’. ‘Adam’ optimizer is used in the model 

 



 
 

Model is trained with 60 epochs and batch size of 512 

 
 
 
 

The model is predicted using test data and evaluated using multiple evaluation techniques 

mentioned in below figure 
 

 



BiLSTM training curve is depicted in below figure 

 
 

Similar to LSTM, the actual vs predicted grid points are plotted in below figure 
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