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1 Introduction

This configuration manual specifies the hardware and software requirements and the code
snippets explaining the implementation of the below research project in detail:

“Forecasting the Novel Coronavirus(COVID-19) using Time Series Model”

2 System Configurations

2.1 Hardware

• Processor: Intel(R) Core(TM) i5-8250U CPU @ 1.60GHz 1.60 GHz

• RAM: 8 GB

• System Type: Windows 10 (64 bit)

• GPU: Intel(R) UHD Graphics 620 , 2 GB

• Storage: 256 GB SSD

2.2 Software

• Microsoft Excel 2019
I am currently using the latest version of MS Excel(2019) Version for the data
handling for Comma Separated Values(CSV) and Plotting the graphs. Additionally,
the NumXL Plugin1 is installed for ARIMA and ARMA Forecasting.

• Anaconda Distribution-Jupyter Notebook
Jupyter Notebook2 is an interactive cell-based Integrated development environ-
ment(IDE).In this software, Python or R machine learning codes can be executed
in a cell and output will be displayed. For this project, Exploratory data analysis,
Data preprocessing, Data Transformation, Visualization, and Model Implementa-
tion is done using Jupyter Notebook (Python Version 3.8.3)

1NumXL Tool Plugin : https://www.numxl.com/products/numxl
2Anaconda Distribution https://www.anaconda.com/distribution/
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3 Project Development

The research project was executed successfully and all the four models(LSTM, ARMA,
ARIMA, and Prophet) were deployed. Python language was used for scripting in the
Jupyter Notebook IDE. The Project Development lifecycle consists of following steps
Data preparation, Data Transformation, and Time Series Modelling.

3.1 Data preparation

For this project, Data(University; 2020) is downloaded and loaded in the Jupyter Note-
book using Numpy libraries, and the Data manipulation task is done using the Pandas
library.

3.1.1 Symptom Dataset

The main objective of this project was to extract the key symptoms for early prediction
of COVID-19. The dataset was loaded successfully using Numpy CSV reader function
and it consisted of 32 columns with 14,216 entries(Refer to Figure 1 ).

Figure 1: Symptom Dataset
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3.1.2 COVID-19 Dataset

This is the main dataset which consists of the Number of confirmed cases, deaths, and
recovered cases that are mapped to their respective states(Refer to Figure 2 ).

Figure 2: COVID-19 Dataset

3.2 Data Transformation

3.2.1 Symptom Dataset

Dataset was loaded successfully with 32 features consisting of 14,216 rows. But, not all
features were required for the analysis, and hence a sneak peek of data was done with the
first four rows of each column with its data types and respective values counter. Below
are a few observations (Refer to Figure 3 ) :

• Feature ‘sex’ contains some ambiguities and requires unifying the values.

• Feature ‘Wuhan(0) not wuhan(1)’ indicates that all cases originate from outside of
Wuhan the i.e. epicenter of the disease.

• Features (‘age’,‘additional information’, ‘reported market exposure’) are
currently not planning for the project scope.

• The following features are removed as they are inconsistent and provide ambiguous
information:
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Figure 3: Symptom Dataset Analsis

age, chronic disease binary, chronic disease, sequence available, outcome,
date death or discharge, notes for discussion, location, admin3, admin2,
admin1, country new, admin id, data moderator initials, lives in Wuhan,
travel history dates, travel history location

• As the feature ‘sex ‘consisted of ambiguity it was normalized and the graph was
plotted to look at the date(Refer to Figure 4 ).

Figure 4: Normalized Feature ’Sex’

• Based on the feature ‘Symptom’, Text analysis was performed to extract the Top
10 Key Symptoms by defining the custom function(Refer to Figure 5 ).
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Figure 5: Top 10 Key Symptoms Feature Extraction

• The Outcome of the key Symptom was summarized using a Word cloud pack-
age(Refer to Figure 6 ).

Figure 6: Word Cloud of Key Symptoms

3.2.2 COVID-19 Dataset

• Some discrepancies were observed in the state names and hence they were corrected
and stored in new data frame ‘merged’(Refer to Figure 7 ).

• Additional feature ‘merged[’dcratio’]’ was derived using the following formula and
applied to each row of the data frame.
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Figure 7: COVID-19 Dataset Transformation

merged[’dcratio’] = merged[’deaths’] / merged[’confirmed’] * 100

• Seaborn library was used for plotting the graph of Fatality Rate Per State that
required geopandas library for plotting the layout of India map (Refer to Figure 8).

3.3 Time Series Modelling

3.3.1 LSTM Model

• LSTM model was implemented which belongs to the following Recurrent Neural
Network(RNN) class (Ayyoubzadeh et al.; 2020).

• Model Consisted of following layers deep neural network layer followed by dense
and drop out layer(Refer to Figure 9 ).

3.3.2 Prophet Model

• The simplest and straight forward model to implement.

• Simple provide the input time series and give trend-setting information.(Refer to
Figure 10 )(Taylor and Letham; 2018).

3.3.3 ARIMA & ARMA Model

• These models were implemented using the MS Excel NumXL Plugin(Zhang; 2003).

• Initially, data were log-transformed and provided as input and the stationary test
was performed.
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Figure 8: Fatality Rate Per State

• Stationary test results proved that model shows ARCH Effect i.e. lags are not
constant rather exponential(Refer to Figure 11 )(Kelvin et al.; 2020).

• In conclusion, The model is aligned dependent on beginning segments and coeffi-
cients, and the result is anticipated with the ideal strides to conjecture(Refer to
Figure 12 ).
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Figure 9: Code for LSTM Model

8



Figure 10: Code for FB Prophet Model
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Figure 11: Stationary Test Check for ARIMA & ARMA Model

Figure 12: ARMA Model Predictions
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