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Forecasting the Novel Coronavirus(COVID-19) using
Time Series Model

Harsh Chudasama
X18187340

Abstract

The 2019 novel coronavirus (COVID-19), which originated from China, has
spread quickly among individuals living in different nations and spreading quickly
throughout the globe with nearly 20 million cases overall as indicated by the insights
of the European Center for Disease Prevention and Control. Researchers from all
over the world are working together to develop the vaccine as this virus is highly
contagious which spreads through human contact and while taking into account the
high pace of the disease spread and the critical number of fatalities. Scientists have
made good progress in developing the vaccines which are at the early stages of the
clinical trials1 and hoping soon for a cure, but in the meantime death toll is increas-
ing day by day. This research primarily focusses on the forecasting of confirmed,
death, and recovered cases using the time series model. In this research, various
models were used namely LSTM, Prophet, ARMA, and ARIMA for forecasting the
spread of virus-based in India, and results were evaluated.LSTM outperformed the
other three models based on the evaluation matrix with least MAPE of 1.18 % and
R2 of 0.9997.

1 Introduction

1.1 Background & Motivation

COVID-19 is characterized as another kind of coronavirus that spreads quickly from
individual to individual and turns into a significant pandemic that causes an extraordin-
ary misfortune (Ceylan; 2020).Covid-19 also known as Novel Coronavirus which has
evolved from its predecessors namely the Severe Acute Respiratory Syndrome Coronavirus
(SARS-CoV) and the Middle East Respiratory Syndrome Coronavirus (MERS-CoV) since
the last decade (Andersen et al.; 2020) . To date, no vaccine has been developed and
it’s still under clinical trials. To date, no vaccine has been developed and it’s still under
clinical trials. Hence, it’s important to analyze the key symptoms along with forecasting
the spread of viruses using machine learning models to gather data and help researchers
to develop vaccines in a quick period.

1.2 Importance & Objective

In December 2019, Novel Coronavirus (COVID-19) showed up in Wuhan city, China.
As of August 11, 2020, more than 2 million COVID-19 cases were confirmed worldwide,

1Data Source : https://clinicaltrials.gov/
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including 741,787 deaths where more than 65% have recovered 2.There is a pressing

Figure 1: Project Objective

need to screen and anticipate COVID-19 predominance to control this spread all the
more adequately. The current advancement in the field of machine learning, Time Series
Forecasting models have evolved and proved to be efficient in predicting the impact of
the spread of the virus at early stages and taking the required actions to respond to this
catastrophe. The project objective is to accurately predict the COVID-19 Cases in India
(Confirmed, Recovered, and Deaths) along with the extraction of key symptoms using
feature selection (Refer to Figure 1 ).Machine learning models such as LSTM Neural
Network and Time Series model ARIMA & ARMA along with the FB Prophet model
will be deployed for testing.

1.3 Research Question

“ Can machine learning algorithms like Time series model accurately predict
the impact of COVID-19 in India at early stages ?”

1.4 General structure of a document

This research paper aims at providing accurate and latest research related to analyzing the
impact of COVID-19 using Machine learning approach. The structure of the document
is as follows: Section 2 will outline the current research done using various techniques
and their limitations. Followed by (Section 3) Research Methodology (i.e. KDD) will
be explained in detail. Section 4 describes the project implementation along with the
techniques used on different models. Section 5 describes the performance matrix used to
evaluate the results and Finally, the report will be concluded along with its future scope.
All references have been cited using Harvard style at the end of the report by following
the referencing guidelines provided by NCI Library 3.

2COVID-19 pandemic updates https://www.worldometers.info/coronavirus/
3NCI Library Referencing Guide : https://libguides.ncirl.ie/ld.php?content_id=32356248
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2 Related Work

2.1 Introduction

The medical field has been evolving in the current era with a cure for almost all diseases
compared to research done 20 years ago. Technology has played an important role as
it has made a detailed analysis process easier with predefined computer software and
simulations. Forecasting the amount of rainfall in a region or predicting the impact of
COVID-19 these fall under the category of Time series forecasting models. In this project,
Time Series Model like ARIMA, ARMA, and Prophet will be deployed and tested. Refer
to Figure 2 for the Popular techniques.

Figure 2: Popular techniques for predicting COVID-19 Cases

Refer below Subsection 2.2 , Subsection 2.3 and subsection 2.4 to know more about
popular techniques being used by researchers to predict COVID-19 Cases.

2.2 Statistical Approach

Based on research done by the Zhong, Mu, Li, Wang, Yin and Liu (2020), they had
compiled a list of data gathered through the Chinese government and data shared by the
WHO during the early stages of the spread of the virus way back in Dec 2019. That time
the impact of the virus was at the minimal stages with majority cases seen in Wuhan,
China. Researchers applied a simple mathematical model to forecast the cases for Feb-
ruary 2020 i.e. Analyzing the count of the affected person by virus after 3 months. The
simplified SIR model was implemented with the basic assumption that population change
won’t impact the outcome.

The result of the SIR Model predicted the cases to rise over 3 months with predicted
cases in the range of 76,000 to 2,30,000. If necessary precautions are taken then cases
could reduce up to 45%. But as the majority of data was missing with incomplete in-
formation so this model was rejected at the end by the research community.

Nesteruk (2020) focused on predicting the impact of the spread of viruses based on Main-
land China. They developed the SIR model with detailed analysis and provided accurate
predictions with the highest correlation coefficient ( r ) of 0.997966487046645 along with
a Susceptible count (S ) of 45,579. Their research was taking the time to validate the
results due to the unavailability of the latest daily count report.
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2.3 Machine Learning Approach

(Tárnok; 2020) is a Cytometry expert who was trying to find out whether a single cell
of the virus can provide vital information such as the patient is COVID positive or not.
He proposed to import the data collected from the cell and give it as input to binary
classification algorithm by defining rules to predict accurately whether a person had mild
or severe symptoms based on multiple parameters extracted from the cell genome also
called as multi-OMICS.

(Attila; 2020) proposed a new approach to improve the rapid testing by using point-
of-care (PoC) devices which provide the test results within a couple of hours. In this,
they created a prototype which was running background job of classification of a test
result being positive or negative. A machine learning code was proposed to analyze the
same and provide the outcome. Decision trees and Random forest models were given as
a pretrained model.

In one case study, (Zhao1 et al.; 2020) analyzed the patient data and extracted com-
mon symptoms that show early signs of the patient being affected by COVID-19. Their
research focused on detecting fever at early stages using the Linear regression model and
the results were outstanding with accuracy of 0.951 along with the precision 0.943.

(Jang, Seongpil et al.; 2016) performed the analysis and compared the MERS COV
and SARS COV using various machine learning algorithms like Decision tree, SVM, and
Apriori Algorithm. They analyzed the protein structure as both diseases exhibit similar
characteristics and symptoms. The outcome of the result was that both diseases are alike
but at the same time, differently based on rules extracted by the Apriori where fewer
structures of the protein were similar (Borgelt; 2004).

2.4 Applications of Neural Network

(Narin et al.; 2020) found out that due to the quick spread of the virus around the globe
and due to the unavailability of testing kits, it was difficult to control the spread of the
virus. Hence, they found out a unique solution where patients were being identified of
corona positive using X-ray Images provided by the hospital. They had deployed differ-
ent Deep Convolutional Neural Network model including ResNet50 , InceptionV3, and
Inception ResNetV2). The results were outstanding where RestNet50 outperformed the
other two models with an accuracy of 97%. This process turned out to be quicker where
results could be found out within 2 hours rather than waiting for 48 hours for testing kit
results.

(Jelodar et al.; 2020) performed a sentimental analysis based on COVID-19 data gathered
from social media and forums. The natural language process (NLP) was applied to data
using the LSTM recurrent neural network (Sainath et al.; 2015). (Oyebode et al.; 2020)
shed light on the significance of utilizing popular suppositions and appropriate compu-
tational strategies to comprehend issues encompassing COVID-19 and to control related
dynamics.

(İsmail Kırbaş, Sözen, Tuncer and Şinasi Kazancıoğlu; 2020) had performed a relative
examination and provided estimates of COVID-19 cases in different European nations
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with ARIMA, LSTM, and NARNN models. LSTM outperformed the others with MAPE
of 0.1.

After analyzing and exploring different research papers it was recommended that this
exploration will utilize ARIMA, ARMA forecasting model along with LSTM neural net-
work, and the Prophet model created by the Data Scientists at Facebook for predicting
the COVID-19 cases(Taylor and Letham; 2018).

3 Methodology

The procedure approach used for executing this research project is KDD which is an
industry-proven technique for data mining developments and study. The Knowledge Dis-
covery in Databases (KDD) specifically for Data Mining is entirely flexible as it gives you
the alternative to change the approach by adapting as per projects need while providing a
road-map for the project development lifecycle.The entire process flow has been explained
in detail of KDD methodology (Refer to Figure 3 ).

Figure 3: KDD Methodology

3.1 Data Cleaning

It is defined as the removal of noisy and inappropriate data from storage or warehouse.
Data cleaning consist of various tasks:

• Removal of the missing values.

• Imputing missing values with either mean, median, or mode based on the data
distribution plots.

• Checking for variance in data and normalizing them.
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3.2 Data Integration

This step involves collecting data from multiple sources and storing them in one common
storage area also known as Data Warehouse. In this project, there is no external database
being used, and all the data collected/read are stored in the data frame using pandas
library.

3.3 Data Selection

It can be defined as the procedure where information applicable to the project objective
is decided and that particular data/information is extracted from the database. In this
project, the following steps were performed :

• Unwanted features were eliminated using python scripts.

• Selective data frames with key information were prepared for different time-series
models.

3.4 Data Transformation

This is the most crucial step in the project development lifecycle after data cleaning.
This step help in refining the model and its outcome. In this project, the following steps
were performed :

• Text related information was transformed to extract symptom names.

• Data types were converted as per the requirements of the models.

• The mortality rate was calculated by deriving the formula.

• As data was not stationary, Log transformation was performed on the actual data.

3.5 Data Mining

The four models used for time-series forecasting of the COVID-19 reported cases in this
research are:

• ARIMA

This is a hybrid time series model where AR denotes for AutoRegressive, I de-
note for Integrated and MA denotes for Moving average. ARIMA works on the
same principles of time-series models like ARMA where it takes historical data
as input and produces future outcomes by observing the trend. The objective of
ARIMA is to define autocorrelations between data points (Zhang; 2003).

Data is shifted by one position to create one lag and similarly, multiple lags are
produced of data that is given to the model for analyzing the trend and predicting
the reported cases. (Tandon et al.; 2020).
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• ARMA

ARMA is a combination of two models AutoRegressive(AR) that determines lag
and Moving Average(MA) which find the average error between lags. This model
takes past data as input in the form of lags i.e. AR component and predicts out-
come in the form of series.
This model typically encompasses model identification, parameter assessment, and
analysis (Maleki et al.; 2020).

• Prophet

This model was designed and developed from scratch by the Data Scientist team
at Facebook for forecasting the trends and the nature of the model is additive. So
the FB prophet model can predict the daily, weekly, monthly and seasonal trends
based on the requirement.

This model was specifically designed to predict non-linear trends as mentioned
above. It comes as a pretrained model where just Input is provided along with
the trend configuration which produces the output. Fundamentally, Prophet is a
versatile and flexible model that breaks down various time series data and produces
a scalable output (Taylor and Letham; 2018).

• LSTM

This is a special Recurrent Neural Network(RNN) model that specializes in re-
membering or storing data of longer sequence for predicting accurate trends. LSTM
stands for Long Short-Term Memory networks. This implies they are very well fit
for recollecting data for extended data when contrasted with RNN. LSTM model
falls under the category of Deep learning algorithm where provides optimal results
for larger data set with minimal error (Ayyoubzadeh et al.; 2020).

(Hochreiter and Schmidhuber; 1997) developed the LSTM model which consists of
multiple hidden layers having the capability to activate different non-linear func-
tions and includes one input and output layer respectively. As LSTM speciality
is to remember long term data, logic gates are implemented where conditions are
checked whether this is optimal output or not and trains again based on previous
output until it achieves optimal results.

3.6 Pattern Evaluation

Based on the predicted and actual values the model’s performance is evaluated using
MAPE, MSE, RMSE, and R2 matrics. For matrics, RMSE, MSE, and MAPE values
should be lowest as possible and R2 value should me maximum ranging between 0 to 1
,where 1 denotes the highest correlation and variance in data. The results obtained for
all four models are discussed in a detailed manner in Section 6 .
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3.7 Knowledge representation

Based on the results obtained from data mining models, Visualization tools like Excel or
Python scripts are used to plot the graphs.

4 Design Specification

The project was implemented successfully with the following System Architecture (Refer
to Figure 4 ). The proposed framework has been divided into the following five steps:

Figure 4: Flow Diagram

1. Data Collection
Data was downloaded from Github repository which is maintained by John Hopkins
University (2020) and the dataset is public which gets updated daily . There are
multiple CSV files but for this project, we are extracting data from three files
namely :

• COVID19 open line list.csv

• covid 19 india.csv

• StatewiseTestingDetails.csv

Collectively data from three CSV files consists of 20,000 records including 40 columns(features).
Dataset is loaded in Jupyter Notebook(python)4 using the pandas5 library and Data
preprocessing is carried out which is explained in the next step.

4Jupyter Notebook(IDE) https://jupyter.org/
5Pandas Library https://pandas.pydata.org/

8

https://jupyter.org/
https://pandas.pydata.org/


2. Data Pre-Processing
Once the dataset is loaded in Jupyter Notebook successfully, Exploratory Data
Analysis(EDA) is performed. Before proceeding for EDA, Data needs to be val-
idated by checking for Missing values, Empty Text fields, and Incorrect data type
formats.. For this project, the following action items are carried out:

• Dataset consisted of 5% missing values and imputing them with mean, me-
dian, or mode would be incorrect as this data represents actual reported cases
throughout the globe. Hence, that 5% of data was removed using pandas in
python.

• Key Symptoms were extracted from the Symptoms feature where a customized
function was created to remove the unnecessary information and retain the
symptom part(Refer to Figure 5 ). .

Figure 5: Word Cloud of Key Symptoms observed

• The mortality rate was calculated by deriving the formula and the column was
appended to exiting the data frame.

Post data processing completion, EDA was performed by plotting graphs and dif-
ferent plots to analyze the data. Below are the unique results obtained from the
EDA:

• After grouping data as per states, It was observed that Maharashtra is the
worst affected state in terms of most deaths followed by Tamil Nadu. Hence,
COVID-19 sample testing needs to be increased in the following affected
states(Refer to Figure 6 ).

• Based on data, Comparative analysis was done between Maharashtra and Delhi
states and both states fall under the category most number of reported cases.
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Figure 6: Deaths in the Worst Affected States

It was interesting to observe that the Post lockdown period, Delhi’s count
of newly reported cases had stabilized while Maharashtra was growing at an
exponential rate. Hence, Lockdown wasn’t effective in Maharashtra to control
the spread of the virus(Refer to Figure 7 ).

Figure 7: Daily New Reported Confirmed Cases

• The key to stopping the spread of the virus is by performing sample testing at
a larger scale for tracking the source of virus spread from the positively iden-
tified patient. Tamil Nadu has successfully flattened the curve by performing
maximum testing throughout India i.e. 12% followed by Uttar Pradesh(11%)
and Maharashtra being the worst affected ranks at number 3 with 10% test-
ing(Refer to Figure 8 ).
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Figure 8: Distribution of Sample Testing in India

3. Data Mining Models
As explained in the previous Section 3.5, Time series models like ARIMA, ARMA,
and Prophet were applied along with the LSTM Neural network.

4. Evaluation
Forecasted series data output obtained from the models was evaluated based on
RMSE, MSE, MAPE, and R2 value as explained in Section 6 .

5. Visualization
Graphs and plots were drawn using Excel and Plotly Express library6 in python.

5 Implementation

Once the data was Preprocessed and transformed, data is being prepared as input for
the time series model. In our project, Columns ‘Date’ was renamed to ‘ds’ and the
target variable i.e. Confirmed Cases was renamed to ‘y’ as per the model config-
urations. Data models were subjected to input features(ds,y) and output as predicted
values appended to the data frame for the respective dates.

Summary of Model implemented along with its configuration is shown below :

6Plotly Express library https://plotly.com/python/plotly-express/
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5.1 LSTM Model

• In this project, as data was not normalized, so initially data were scaled using
Sklearn Package with function as MeanMaxScaler which transformed the input
data ranging between 0 to 1.

• Once data was transformed, now it was time to rename the columns as per the
model conventions i.e. ’ds’ and ’y’ as input features.

• All the necessary Libraries were loaded before training the model. Firstly, batches
were prepared using a generator function with input as scaled train data, target
variable, and batch size (Refer to Figure 9 ).

Figure 9: Code for LSTM Model

• Once the batch is ready, Model was created with the following layers:

– Single LSTM Layers(500) consisting of hidden nodes with activation function
as tanh
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– Single LSTM Layers(500) consisting of hidden nodes with activation function
as tanh.

– Single-layer of Dropout.

– Single Output Dense layer

– Model Compiler with Optimizer as ‘adam’ and loss function as ‘mse’

• Based on the generated model, Train data is used as input and test data is for
forecasting the values.

5.2 Prophet Model

• Comparatively Fb prophet model is easier to implement as it’s a pretrained model
where we just need to provide the necessary configurations.

• The model required a simple input data along with the trend as the number of days
to forecast values (Refer to Figure 10 ).

Figure 10: Code for FB Prophet Model
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5.3 ARIMA & ARMA Model

• These two-time series models were implemented in MS Excel by using the NumXL
Tool Plugin 7.Similar Steps were performed for Both the models.

• As the time series data was not stationary, Target Variable was converted using
Log Transformation(Refer to Figure 11 )(Kelvin et al.; 2020).

Figure 11: Stationary Test Check for ARIMA & ARMA Model

• By observing the stationary test , it is clear that the model exhibits ARCH effect
i.e. Data Trend is exponential and growth is not constant.

• By Plotting the Autocorrelation Plot (ACF), It is clear that the AR Component will
have Value as ‘1’ and Partial Correlation Plot(PACF) indicates the MA component
values as ’1’ for the ideal model(Kaushik; 2020).

• Lastly, The model is calibrated based on initial components and coefficients, and
the outcome is predicted with the desired steps to forecast(Refer to Figure 12 ).

• As the result obtained is log value, it is converted to exponential form, and the
Model is evaluated.

7NumXL Tool Plugin : https://www.numxl.com/products/numxl
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Figure 12: ARMA Model Predictions

6 Evaluation

All four models ARIMA, ARMA, Prophet, and LSTM were successfully deployed and
implemented. Evaluation matrix used for the following models are:

• Root Mean Square Error(RMSE)

• Mean Square Error(MSE)

• Mean Absolute Percentage Error(MAPE

• R2

6.1 Evaluation Matrix for ARMA Model

Based on the predictions of the ARMA model, It is evident that the model is underfitting
the values as it comes to the end. Although R2 is excellent ,the RMSE value 4,71,048.67
is high that shows the error in predicting the outcome(Refer to Table 1)

MAPE MSE RMSE R2

19.86 140259000000 327680.92 0.9992

Table 1: Evaluation Matrix for ARMA Model

6.1.1 Discussion

The major drawback of the ARMA model is that when data is not stationary, it becomes
difficult to analyze the trend as the lag or difference is not constant throughout the
dataset.By plotting the graph of Actual vs Predicted values, ARMA is underfitting the
model(Refer to Figure 13 ).
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Figure 13: ARMA Model Forecast

6.2 Evaluation Matrix for ARIMA Model

By Observing the Predicted value it is evident that the ARIMA model is not performing
well with almost predicted value double the actual values when it comes to the end.
Irrespective of R2 value being excellent the reason being model was performed well for
half the values and hence variability was accounted for that. ARIMA exhibits the MAPE
of 27.94 % which is highest amongst all the models.(Refer to Table 2)

MAPE MSE RMSE R2

27.94 346270000000 471048.67 0.9895

Table 2: Evaluation Matrix for ARIMA Model

6.2.1 Discussion

ARIMA is the worst performing model when compared to others. The problem occurred
in ARIMA was after the midstage after, date 28-07-2020 the predicted cases were doubled
and a similar trend was observed for the remaining values. Hence, RMSE and MSE have
the maximum values which make the model as the least trustworthy model.(Refer to
Figure 14 ).

6.3 Evaluation Matrix for LSTM Model

This is the best performing model in terms of R2 and other factors like RMSE, MSE,
and MAPE. LSTM was predetermined to outperform other models based on previous
research papers (Arora et al.; 2020) and also, it can store previous results of the model
for longer duration and update the values of the model after every iteration.LSTM has
the least MAPE of 1.18 %.(Refer to Table 3).
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Figure 14: ARIMA Model Forecast

MAPE MSE RMSE R2

1.18 448705420 19255.19 0.9997

Table 3: Evaluation Matrix for LSTM Model

6.3.1 Discussion

LSTM is a Recurrent Neural Network that consists of multiple hidden layers having the
ability to perform independently on different non-linear activation functions and produce
an outcome similar to the trend.LSTM is the perfect model that fits the data and predicts
output with minimal error.(Refer to Figure 15 ).

6.4 Evaluation Matrix for Prophet Model

The prophet model is an average performing model and it undermining the data model
by predicting lower values than expected. After LSTM, Prophet is the second best
performing model.It has a MAPE of 18.07 %.(Refer to Table 4).

MAPE MSE RMSE R2

18.07 94530537356 290641.33 0.9984

Table 4: Evaluation Matrix for Prophet Model

6.4.1 Discussion

Although the model is not accurate in prediction, results are close to actual values as
compared to other models (Refer to Figure 16 ).

7 Conclusion and Future Work

The Thesis project was successfully implemented with its primary objective to accurately
forecast the reported cases of COVID-19. Additional work was done to extract the key
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Figure 15: LSTM Model Forecast

Figure 16: Prophet Model Forecast
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symptoms that show early signs of a person being affected by a virus or not. LSTM
model outperformed the other models(ARIMA, ARMA, and Prophet) with the least er-
ror values for RMSE, MSE, and MAPE along with a maximum R2 of 0.9997.

Timeseries models are capable of predicting other factors apart from COVID-19 reported
cases like predicting the sales of the product. The key takeaway from this research project
is that not all datasets stationary in nature and need to be treated differently as per the
situation. Future scope for this project is how to efficiently predict the cases without
using Neural network models and refining the time series models (ARIMA and ARMA).
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