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Brain Tumor Segmentation Using 
Convolutional Neural Network 

Smit Jagdish Chheda 

X18186319 

Abstract 
Segmentation of the brain tumors is an essential function in the production of clinical data. 

Early care plays an important part in enhancing patient safety and increasing patient 

sustenance rates. The purpose of this implementation is to find out how does Neural 

network models results out when trained on large data set of MRIs. A novel method to 

image segmentation was applied to separate tumor from magnetic resonance (MRI) images 

by testing Neural network models- UNet, Feature Pyramid Network and ResNet50.Data set 

contained a total of 3886 MRI that were used to implement the approach where at first, 

augmentation was done and then the models were trained on large data sets after which 

tumor were segmented. For evaluating which model performed better, Dice co-efficient and 

IoU were used and the same were the best for ResNet50 with values 0.91 and 90% 

respectively. Its loss value came out to be 0.16 which is quite minimal. To conclude, 

segmentation is possible with good accuracy on large data sets by using ResNet50 and other 

neural network models. For future, I plan to implement the classification of tumors for the 

surgeons or the doctors to know whether the tumor is dangerous or mild. This can make it 

easy for them to know what surgery is needed to maintain patient’s safety. 

Keywords: Tumor Segmentation, Neural Networks, ResNet50, Unet, FPN 

 

1. Introduction 

1.1 An Overview of Brain Tumor 
Brain being most complicated structure, functions with numerous different cells. 

Tumor develops as they shape an irregular community of cells across or throughout the 

skull. This group of cells may influence ordinary brain functioning and kill immune ones [1]. 

Persistent brain lumps with tumor and glioblastoma are the most prominent major brain 

cancers in individuals, present in nearly 80 per cent of positive tumors [2]. The word glioma 

comprises of multiple subsets, where tumor varies from slowly developing 'inferior' cancers 

to diverse, extremely malignant one. Even after major advancements in magnetic resonance 

imaging (MRI), chemo, radiation, and medical treatments, several forms of solid tumors, 

e.g. dominant are often deemed incurable with a median overall mortality expectancy of 

8 to 2 percent in a decade [2]. 

1.2 Background and Motivation 
Past findings displayed that the features of recently diagnosed tumors with MRI may be 

utilized to signify the possible plan of care [3]. The segmentation will have important 

findings which could be utilized as described in studies:(1) Approach carried out earlier on 

MR images leads the researchers by denoting what process can be followed; (2) Statistical 

MRI categorization tests can accurately track the occurrences, development or deformation 

of brain tumors by its measurements. 
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MRI feature extraction tests can accurately track the occurrences and development of brain 

tumors by its measurements, but here manual process is time consuming. Additionally, it is 

challenging to obtain repeatable outcomes even from the identical user. A completely 

automated, unbiased, and provable segmentation approach is strongly in need for a 

multidimensional, low, and randomized objective study [4]. Even after advances in labour 

saving and completely automated segmentation methods, many emerging 

issues remains, primarily owing to the extensive variability of tumors in scale, form, 

consistency, position, and diverse nature. 

The popular form of machine learning, that is used for data processing brain tumor 

identification, involves primarily the Neural Network and the Support Vector Machine (SVM) 

[3]. Neural Network's performance also depends on the accurate choice of functionality and 

the appropriate range of various brain surfaces. Therefore, by storing a huge number of 

function vectors, the SVM approach is inefficient. Deep learning has been gaining interest in 

machine learning and object recognition over the period. Numerous deep learning studies, 

indeed, aims at identifying Alzheimer's and moderate cognitive disabilities. Outcomes of 

prior studies proves deep learning method produces physicians with an unbiased automated 

evaluation as a guideline and can even allow researchers or doctors prevent such mistakes 

in diagnosis and care. 

Comparison of Neural network approaches are mentioned in [5] and as showed in Table 1., 

where small data sets were used, and the overall accuracy ranges out between 75 to 80%. 

One key factor being that these approaches were both manual and automatic. This 

motivates to find accuracy of a CNN model by bringing in such a novel approach which is 

fully automatic and trained on large data sets. 

Table 1: Details of CNN models implemented trained on large data sets and Dice scores 

Method Level of User Interaction Performance (Dice) 

    
Cure 
Tumor 

Active 
Tumor 

Medical training and experience Manual 0.93 0.74 

CNN with 3x3 filters for deeper architecture Fully Automatic 0.83 0.77 

Generative model that performs joint 
segmentation Semi-Automatic 0.78 0.72 

Cascaded Two-pathway CNN Fully Automatic 0.74 0.7 

3D CNN architecture Fully Automatic 0.71 0.65 

Uses SVM; segmentation implemented 
within brain Semi-Automatic 0.73 0.71 

Local structured prediction with CNN and K-
means Fully Automatic 0.7 0.68 

 

1.3 Research Question 
“To what extent can machine learning approaches help in segmenting brain 

tumors from MR images when they are trained on large data sets using 

Convolutionary Neural Network?” 

The goal of this study is to address the above problem statement by understanding how 

significant improvements are generated by deep neural networks when trained on massive 

MR data sources and evaluated using Dice and IoU metrics. This would be done by 
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detecting the object i.e. the tumor. Since CNN has been considered producing good results 

for image processing and object detection; UNet, Feature Pyramid Network (FPN) and 

ResNet50 models are used. 

1.4 Research Objectives 

Objective defined to meet above research questions are as follows: 

• Gathering massive MR Images and its pre-processing. 

• Selection of best neural network models that would segment the tumor from MRI. 

• Implementation of CNN models – Unet, FPN, ResNet50. 

• Evaluating based on Dice score and IoU metrics and optimizing it if needed. 

The article is structured as Section 2 explaining the study conducted in the field preceded in 

Section 3 by the analytical methodology. Section 4 explains the models and performance 

metrics is discussed in section 5. The results are presented in Section 6 and concluding 

statement of the research done is mentioned in section 7. 

2. Literature Review 

Segmentation of the brain tumors is a tough task since the tumor has randomly oriented 

thicknesses and uncertain borders [6]. Frequencies, environment, and shape are typical 

features used in different research. Several researchers came up with various kind of 

approaches to segment the brain tumor, area development, gradient setting, the fuzzy 

clustering, and machine learning. In certain techniques while segmenting the tumor, human 

assistance was needed this had to be actioned upon [4]. This segment discusses in depth 

some earlier ideas or execution of the tumor segmentation outcomes obtained. 

2.1 Related Work 

Throughout the context of tumor segmentation, an image analysis program method for 

segmenting and tracking a customer's brain tumor using patient's MRI tests during the 

entire clinical procedure was described in [3]. Manual segmentation allows the physician 

using the MRI images' details including the biochemical and functional expertise gained 

throughout education and expertise [7]. Method requires the radiologist run through several 

samples of scans slice by slice, identify the tumor and cautiously identify the tumor areas 

physically [5]. The operation is preferred by manually labelling the region, or by defining 

tumor outlines. The primary challenge in manual delineation is the need for robust user 

interfaces. Additionally, the choice of tumor regions seems to have been a challenging and 

tedious task. In addition to long lasting task, manual segmentation is often reliant on 

radiologists, and the findings are subject to considerable variation in intra and inter rate [7]. 

In comparison, manual-based differentiation is commonly used in clinical research. Since 

many human skills and abilities are necessary in clinical studies to differentiate tissues, it has 

been frequently utilized [8]. Throughout the current studies, there are more over half a 

million tests handy for training of each class. Corresponding methods are, therefore, 

inefficient as generally performed [9]. 

A large amount of strategies has been introduced in [3] to categorize tumor cells at pixel 

level , depending upon unsupervised or supervised classifier. For segmentation of tumor, the 

absence of prior knowledge of form or size on the tumor makes it challenging to proceed in 
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an unsupervised way. A collection of training samples composed of labelled image data is 

considered to create prediction models for supervised technique in segmentation. Although 

RF models are confirmed to be effective during the classification of tumor [10]. Model-based 

approaches consider foreknowledge, like details about size and shape, which requires a 

series of pixels. A Bayesian geometry combining image recording and structural prior 

information is also suggested for specific tumors and tissue [3]. The suggested program in 

[11] takes feedback from fMRI images. Functional Magnetic Resonance Imaging (fMRI) 

contains comprehensive data on genetics and cellular system of tumors, allowing it to 

become a key diagnostic tool. The extracted decimal values from fMRI are N-

acetylaspartate, Choline, Methylene protons of creatine and Creatine which makes human 

calculation difficult to confirm the tumor as there can be calculative errors. A further group 

of technique learns explicitly from the records in a distribution. While a training phase may 

be a drawback, these approaches may identify trends of tumors which does not fit a specific 

model [12]. Within active contour model (ACM), Sachdeva et al. utilized image content with 

strength to solve the problem found in earlier approaches such as FVF, boundary vector flow 

(BVF), and gradient vector flow (GVF) [6].Collection of false edges or false seeds contributes 

to the issue of merging  and selecting of poor outlines contributes to division owing to the 

tumors edema. We reported a total accuracy (Dice score) of 62.3 percent for edema and 

62.6 percent for tumor in the specific instances when tested with the Dice score using 

4x7=28 voxels, 7 from each range [13].While the suggested technique in [14] generally falls 

inside semi - auto techniques, it owns the classification technique with automated system, 

kept running on voxel useful for modelling and enhanced by a spatial dependence concept. 

Standard extracted features produce positive performance for stable to semi-balanced sets 

of data, but those with huge sample imbalances need systematic approach and advanced 

loss functions can be useful for obtaining targeted result [15]. 

Automatic detection of tumors and features allows for precise and testable measurements. 

It has tremendous ability for improved discovery, surgical preparation, and recovery 

evaluation [16]. As proposed in [17], approach integrates image data obtained in a standard 

clinical procedure, comprising traditional multiparametric MRI and circulatory. Limiting the 

method stems requiring to trace ROIs, which builds the original methodology semiautomatic 

and prone to variation intra- and inter observer. The thresholding-based technique and 

region-widening provides the option of a straightforward and fast segmentation but 

overlooked the spatial characteristics [18]. Throughout region-widening dependent 

segmentation, better user action is needed for seed selection. Seed is tumor cells hub; it 

may cause the question of homogeneity to worsen [5]. Following the rapid creation of semi-

automatic and fully automated models, numerous emerging issues persist to this mission, 

primarily owing to the increasing variability in brain tumors in scale, form, frequency, 

position, sand variance [2]. Such approaches as mentioned in [19] drawbacks comprise the 

difficulty in choosing the optimal construction phase, and the susceptibility to slope and 

noises. In addition, convergence accelerations are sometimes low. The approach 

recommended in [20] involves human input to measure full tumor width. Researchers 

proposed a technique for the segmentation of subject particular to MR scans with a 

statistical guided level collection. The algorithm relies on a malignant approach, in which 

familiar data is collected utilizing spatial possibility from different Imaging methods. The 

model developed in [21] would be extended to the complex process of identifying and 

delineating child tumors using 3D MRI. This segmentation function is distinguished by high 

variations of both the pathology and the non-pathological brain tissue that surrounds it. A 

statistical assessment shows how reliable the suggested model is. The full operation with 
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one multi-spectral sample group involves no user intervention and consumes less effort than 

the strategies initially suggested [22]. 

In the analysis of [23], they concentrated about glioma, the most severe form of brain 

tumors. Researchers tackle the symptom as a classification model relying on a multi-layered 

feature vector that outlines each voxel towards its corresponding label. For certain 

instances, machine learning methods have proved to produce successful outcomes. Many 

voxel marks are heavily reliant on neighbours. Gliomas show up  in any thickness at any 

place. Gliomas are also malignant cancers, which are hard to differentiate against healthy 

tissues. Unstructured data given by multiple processes should therefore be merged to 

resolve any such complexities [24]. S. Ravi implemented a technique using K means and 

Fuzzy c means (FCM) algorithm. Here the noise was eliminated and even produced good 

result, though, problem being the data set used had only 40 MR images which is quite small 

to know if the accuracy received could be better for large data sets and hence large data set 

would be needed [18]. Essential things to keep in mind for better performance involve pre - 

processing, data improvement, feature selection and image classification for error 

optimization technique. The impact of the same has been demonstrated in [15]. 

2.2 Data Mining in Brain Tumor Segmentation 
The function of segmentation is to partition an image into sections that are relevant for the 
implementations in question. Data mining method is aimed at extracting insights and turning 
it into a comprehensible framework for further development. K-means was used by S. Ravi 
to remove the mass from the MRI, where, noise was removed during the pre-processing. 
The tumor dimensions are determined by the white pixels throughout the binary picture 
[18]. Problem with k-means could be in difficulty of predicting k-value as the tumor is of 
different size and shape and with global cluster k-means will not work well for a large data 
set [8]. Fuzzy c-means is another data mining method used for segmenting the tumor. The 
traditional FCM method worked efficiently on most noise-free images, which has a significant 
drawback, and it does not integrate spatial background knowledge, since it is noise-sensitive 
[25]. It does not take spatial data into consideration, making it quite noise sensitive. Due to 
their unusual feature vectors as mentioned in, a noisy node is falsely classified in a 
conventional FCM approach [2]. 

U-net based CNN method was implemented by H. Dong and team where five-fold cross 

validation technique was used to segment 54 cases were considered. Nevertheless, a simple 

specification for autonomous research data and more implementations for university - based 

and clinical datasets can be foreseen as mentioned in [2]. New advancements in deep 

learning with diagnostic implementations, like recognition of lung nodule disease and 

identification of lymph nodes, were successful in identifying risk factors for imaging. The 

existence of labelled medical information, indeed, provided a problem for the creation of 

successful prototypes [26]. New advancements in deep learning with diagnostic 

implementations, like recognition of lung nodule disease and identification of lymph nodes, 

were successful in identifying risk factors for imaging. The existence of labelled medical 

information, indeed, provided a problem for the creation of successful prototypes. Three 

systems are proposed-Interpolated Network, Skip Net, SE-Net, comprised of decoder and 

encoder design for which four main-blocks are used at each stage. We are used to note that 

after several training process, the Convolutionary patterns can easily erupt or disappear 

[15]. For 3D algorithms, consideration should be given to the relationship between receptive 

field, simulation time, and disk usage. The relatively high 3D areas for development, 

fortunately, burn a lot of ram, and thus constrain the finding and number of attributes in the 
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grid, resulting in restricted predictive accuracy and low recognition capability [16]. A CNN 

approach using ~270 MRI was proposed by A. Pinto to segment tumor. But as the 

augmentation and implementation takes a lot of space this was not implemented but proved 

to be beneficial on their research [12]. Hence, implementing tumor segmentation using deep 

learning and other data mining methods could prove to be more beneficial than other 

approaches described in the literature review above. 

3. Methodology 
A simplified step in building a Machine Learning Model is quite relevant for everyone 

operating on it. To assure that everyone should obey and do not skip any of the measures 

needed to build the application. CRISP-DM i.e. cross-industry process for data mining is one 

such methodology available and widely used framework. A systematic framework for 

preparing a data mining program is provided by the CRISP-DM framework. It is a reliable 

approach that has proved itself well and the same is displayed in Figure 1. 

Proposed Approach: CRISP-DM for production 

 

Figure 1: Tumor Segmentation - Design Methodology 

3.1 Business Understanding 
The thought of implementing Brain Tumor segmentation using data mining methods came 

up while analysing and knowing the limitations of the previous methods implemented and 

proposed. The goal now is to implement CNN models to segment the tumor through large 

data sets of MRI and knowing how good results do they produce. Additionally, planned how 

the structure of the approach would be and the same is displayed below in Figure 2. 

 
Figure 2: Segmentation process 
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3.2 Data Understanding 
Data Source: 

Data is obtained from Kaggle, but its primary source is an open source community / 

company ‘Cancer Imaging Archive’. There are a total of 3886 MRI and its masks. 

Primary source: https://www.cancerimagingarchive.net/collections/ 

Secondary Source: https://www.kaggle.com/mateuszbuda/lgg-mri-segmentation? 

The data set did not contain any human participant or any sensitive data that could break 

any legal or ethical rules. 

Data sets were gathered from ‘Cancer Imaging Archive’ for this implementation. All the files 

were in the form of .tif format. Out of the total 7863 files, 2 files represented the values of 

the tumor which were in the form of .csv file.86 MRI were duplicates.This data set was a 

combination of MRI and its masks which were used for the implementation purpose. The 

further distribution is as follows: 

Table 2: Data set Description 

 Count 

Having Tumor 2500 

Not Having Tumor 1386 

Duplicates 86 

The MRI images had to be considered as the Inpur image and the output would be the 

masked image.  

3.3 Data Preparation 
On the basis of Data understanding,issues related to the data were examined. One being 

duplicacy of images in the data. Hence, the list of images were stored in an excel sheet form 

where the duplicacy was found and wereremoved. The two extra files that were present 

were also seperated from the MRI and mask images. Also, the MRI and masked images 

were considered as two different data frames. 

 

Figure 3: Distribution of Data 

For splitting the data of 3886 MRI into Train, Test and Validation, first the data set was 

splitted into Train (90%) and Validation (10%). Then again the Train set was divided into 

https://www.cancerimagingarchive.net/collections/
https://www.kaggle.com/mateuszbuda/lgg-mri-segmentation?
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Train (85%) and Test (15%). The total numbers resulted for Train, Validation and Test sets 

were 2972, 389 and 525 respectively. 

 

Figure 4: Splitting Data into Train, Test and Validation 

3.4 Modelling 
Modeling is carried out after Augmentation of data was done and this is the step in which 

the data is presented to produce the required implementation. Neural network models – 

Unet, FPN and ResNet50 are implemented. Detailed information on the working of these 

models are explained in Section 4 

3.5 Evaluation 
After the models are trained on train, validation and test sets of data, Dice co-efficient and 

IoU are used as the evaluation metrics to know how each model performed.Both the 

evaluation metrics have been explained in Section 5 along with the values obtained. 

3.6 Deployment 
Once the coding is tested and evaluated sucessfully, it would then be presented for real time 

assessment. 

4. Implementation 

This portion discusses in depth the application of Brain tumor segmentation through Data 

Mining. It involves the hardware / software specifics that will be needed for successful 

execution followed by the models. 

4.1 Enviornment Setup and Requirements 
This section provides information on the hardware and software requirements needed for 

the implementation of this proposal along with good network connection. The storage can 

also be done on cloud to avoid using large local space. 

Table 3. Hardware Requirements 

RAM Minimum 8gb ram 

Processor I5 and above 

Speed 1.99 GHz 
Table 4. Software Requirements 

Backup Storage OneDrive, Google Drive 

Language and Tools Google Collab, Python, Web browser 

Libraries PyTorch, NumPy, pandas 

4.2 Models Implemeted: 

After studying the previous works implemented and proposed, data mining neural network 

models came out to be most successful in image processing and object detection. Hence, 

Unet, FPN and ResNet50 were chosen to be trained on large data sets of MRI and later 
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segment the tumor from MR Images. The visualization of values is displayed along with the 

segmented tumor. 

4.2.1 Unet: 

Brain tumor representations typically include complex subject features, shapes, and vector 

object outline. Skip architectures incorporates high-level expression from dense sequencing 

layers to achieve accurate segmentation. Unet, which uses the skip architecture, achieves 

strong results in cell pattern recognition. Design comprises of three components: 

Contraction, Bottleneck, and Expansion. Portion of the expansion is made up of several 

sections of contraction. Every block receives an input that adds levels of convolution 

preceded by a max pooling limit. The lowest level moderates among the contraction layer 

and the expansion layer through which each block transfers the data to two layers of CNN 

accompanied by a sampling level. 

Dice score recorded as per each Epoch can be seen in the graph displayed below in Figure 

5. The Mean IoU recorded for Test set was 86%. 

 
Figure 5: Dice coefficient of Unet model for each Epoch 

 

4.2.2 Feature Pyramid Network (FPN): 

Feature Pyramid Network (FPN) is a function remover built with precision and frequency 

for a pyramid model. It removes the scanner function such as Faster R-CNN and produces 

several surface maps levels with better attribute details than the standard image retrieval 

system to segment the tumor from MRI. The framework includes of a bottom-up and top-

down system in which the bottom-up direction is the normal convolutionary network for 

retrieval of tumor information, and the image quality decreases as we move up. 

The key finding while implementing the model is that the bottom layers have high resolution 

but are not used for object detection since it decreases the speed. Hence, the results are 

poor when the upper layers are used for tumor detection and segmentation specially when 

the tumor is small. The Dice to Epoch mapping for FPN train set is displayed in Figure 6. 

Below and Mean IoU recorded for Test set being 79%. 
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Figure 6:  Dice coefficient of FPN model for each Epoch 

Residual Networks (ResNet50): 

The definition of skip connection was first implemented in ResNet model. It has usually 3 

levels - convolution, block normalization and ReLu. The integration of the initial input x with 

the non-linear function F(x) provides us with benefits that helps initial surfaces to get 

permission from other layers to the differential signal. In other words, missing the F(x) 

functions makes earlier layers to reach a better differential signal. Consequently, this sort of 

interconnection is preferred as it eases deeper training process to segment the tumor. 

 

Figure 7:  Dice coefficient of ResNet50 model for each Epoch 

The problem of acquiring low accuracy or dice scores during segmentation that occurred 

with FPN and Unet was solved by using ResNet. The dice and epoch mapping are displayed 

above in Figure 7 and Mean IoU recorded being 90%. 

5. Evaluation Metrics 

Evaluation metrics are necessary to evaluate and know how the model performed. After the 

models are trained on large data sets and used for segmentation, the prediction of tumor in 

MRI is done at first. The tumor is then segmented from MRI. For this process, the evaluation 

metrics used are Dice coefficients and Intersection of Union (IoU). Dice coefficients give the 

precision value whereas IoU gives the accuracy of a model and these two Evaluation metrics 

are best suitable for object detection processes. 
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Dice Co-efficient 

It is a metric utilized to evaluate the closeness between two datasets or samples. The 

Coefficient of Dice is alike to the IoU. They are significantly linked, meaning that if the first 

approach says model A is superior to model B when segmenting a tumor, the latter says the 

same thing. 

The values for loss, Dice coefficient and IoU should be 0,1 and greater than 0.5 respectively 

to be considered a good fit model. In implementation of Brain tumor segmentation with the 

help of Convolutional neural network models – Unet, FPN and ResNet all the models were a 

good fit. But the value of loss for FPN was close to 0.4 which was the maximum and that of 

ResNet50 was 0.16 which is close to 0 and the best. 

Intersection over Union (IoU) 

Intersection over Union is a statistical calculation used to calculate an object recognition's 

accuracy on a specified dataset. It is calculated by the below formula: 

𝐈𝐎𝐔 =  true_positive  ÷ (true_positive +  false_positive +  false_negative)Or  

The ratio of Area of Intersection to Area of Union 

Similarly, the value for dice co-efficient and IoU were the best for ResNet50 model being 

0.91 and 90% respectively which shows that out of the three, ResNet50 was the best fit to 

be implemented for Brain Tumor Segmentation when models were trained on large data 

sets. 

The overall Dice scores and loss for all three models for 10 epochs are given below in the 

table 5. 

Table 5:  Performance comparison of models 

 Models 

 Unet FPN ResNet50 

Mean value on Train -
Epoch Dice Loss Dice Loss Dice Loss 

Epoch 0 0.01 0.85 0.01 1.01 0.4 0.63 

Epoch 2 0.54 0.53 0.44 0.63 0.79 0.23 

Epoch 4 0.6 0.45 0.59 0.46 0.83 0.19 

Epoch 6 0.62 0.43 0.61 0.43 0.84 0.18 

Epoch 8 0.67 0.36 0.65 0.39 0.83 0.19 

Epoch 10 0.74 0.35 0.68 0.37 0.91 0.16 
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The Mean IoU recorded for Test sets of each models are as below in Table 6: 

Table 6: Mean IoU of Test Set 

  
Mean IoU for Test 
Set 

UNet 86% 

FPN 79% 

ResNet50 90% 

 

6. Result 

As discussed above in Section 5., ResNet50 was the best model used for Brain tumor 

segmentation when models were trained on large data sets as the IoU was the highest of 

them all being 90% when at least 10 Epoch were executed and average time of execution 

being between 18-20 minutes. 

As the ResNet50 was the best fit model among the three, displayed below in Figure 8 is the 

output captured after running the model. The tumor can be seen segmented from the 

Original MRI in the last picture. 

 

Figure 8:Output after Segmentation 
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7. Conclusion and Discussion 

Multiple manual and automated approaches were implemented and proposed for Brain 

tumor segmentation wherein some also gave good accuracy. But the manual approaches 

had a drawback of the calculations going wrong and could not be accurate while for that of 

automated approaches were trained on small data set. Hence, when models were trained on 

large data sets it did not produce good results. 

This study aimed to provide a unique strategy by using neural network models to segment 

the brain tumour. These models are trained on large data sets with around 3890 MRI 

images. The implemented approach has the ability. The developed models can achieve 

better segmentation precision and obtaining a reasonable matching performance between 

the product of segmentation and the ground reality. In fact, some inaccurate segmentation 

may arise due to variance between eyesight and movement as surgeons physically segment 

the tumor. So, the automated segmentation output is often much higher. This approach will 

usually produce a more reliable outcome. 

As per the outcomes from all three models implemented, ResNet50 produced an accuracy of 

90% which was more compared to other models – FPN and Unet that came out to be 68% 

and 76% respectively. The loss was 0.16which was lowest compared to that of 0.35 and 

0.37 of Unet and FPN, respectively. Hence, compared to other approaches which were 

studies the Neural network models can be used for segmentation of large MRI data sets to 

produce good results and get accurate segmented tumors. 

To further strengthen the suggested procedure, tumor classification may be performed in 

various forms, irrespective of whether it is least / highly offensive or harmless, malignant. 

The gliomas may also be categorized into astrocytes, ependymal cells, and oligodendroglia 

cells. The limitation with the implementation is that it occurs large local space due to large 

MRI data set. But this can be solved by storing the data on cloud and performing operations 

on cloud. Hence to conclude unlike other approaches, our suggested solution to 

segmentation generates the tumor, safe place, and all sub-regions thereof. It adds strong 

spatial regularisation to its categorization and operates quickly on diagnostically available 

details. 
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