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1 Introduction 
 

This configuration manual provides a detailed report on the system configurations used and 

coding information regarding the three modelling phases implemented for the below 

mentioned research project: 

“Enhancing Image Reconstruction with Prediction model using Deep 

Convolutional GANs” 
 

2 System Configurations 
 

This section covers both the Hardware as well as Software specifications required to 

undertake this research. 

2.1 Hardware Requirements 

• OS type: Windows 10 Home Environment 

• Processor: Intel® Core™ i5-9300H CPU @ 2.40GHz 

• Installed RAM: 8.00 GB 

• GPU: NVIDIA GeForce GTX 1650 4.00 GB 

• Internal Storage: 1 TB HDD 

2.2 Software Requirements 

• Anaconda Environment-built Jupyter Notebook: It is an open-source platform 

provided by the Anaconda company which allows to install and implement various 

software like the Jupyter Notebook and Spyder for Python programming, R-Studio for 

R programming, etc.1 This research project uses the Jupyter Notebook to perform 

Python programming and Machine Learning related tasks. 

• Python Programming Language: Python is installed in the system and a Global 

Environment is created to perform Deep Learning tasks on the GPU using the Jupyter 

Notebook. Python version in use is version 3.7.7. 

• CUDA Environment and PyTorch Library: The Jupyter Notebook is integrated 

with CUDA using the created Global Environment variable using the NVIDIA 

cuDNN software, making the code capable to perform on the GPU. PyTorch Library 

is a Facebook-built open source Machine Learning library for performing Deep 

Learning tasks such as Computer Vision, Natural Language Processing, etc.2 This 

project uses the library to implement Convolutional Neural Networks. PyTorch 

version in use is version 1.5.1. 

 
 
1 https://www.anaconda.com/ [Accessed on 12th August 2020] 
2 https://pytorch.org/ [Accessed on 12th August 2020] 

https://www.anaconda.com/
https://pytorch.org/
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3 Research Project Advancement 
 

The proposed research project is implemented with the help of above mentioned Design 

Requirements. This research is divided into four phases performing experiments on three 

datasets respectively, covering all the aspects of Data Analytics and Machine Learning such 

as Data Pre-processing, Model implementation and Evaluation. 

3.1 Data Pre-Processing 

Since all three datasets are in form of images, the data pre-processing phase covers resizing 

images and splitting the data into train and validation folders and saving using the OS library. 

Note that, this phase is implemented on Celeb-A Faces Dataset3 and the Flowers Dataset4 as 

images in these datasets have redundant information at edges and needed to be removed. The 

Pokémon Dataset5 have satisfied image requirements for modelling, and Just Image 

Conversion is performed in the Model Implementation phase. 

Below is the code implementation of pre-processing for the Celeb-A Faces Dataset. 

 

 

 
 

 
 
3 http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html [Accessed on 10th August 2020] 
4 http://www.robots.ox.ac.uk/~vgg/data/flowers/102/index.html [Accessed on 10th August 2020] 
5 https://www.kaggle.com/kvpratama/pokemon-images-dataset [Accessed on 10th August 2020] 

http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html
http://www.robots.ox.ac.uk/~vgg/data/flowers/102/index.html
https://www.kaggle.com/kvpratama/pokemon-images-dataset
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Figure 1: Code for Data Pre-processing of Celeb-A Dataset 

 

Below is the code implementation of pre-processing for the Flowers Dataset. 

 

Figure 2: Code for Data Pre-processing of Flowers Dataset 
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3.2 Model Implementation 

This research makes use of the Deep Convolutional Generative Adversarial Network 

(DCGAN) model (Radford, Metz and Chintala, 2016) for implementing Image Generation, 

Prediction and Inpainting methodologies. Various Hyperparameters are introduced, modified 

and applied from the original DCGAN model to enhance this model’s performance. 

Below is the code implementation of the DCGAN model with required libraries and 

initializing hyperparameters. 

 

 

 

Figure 3: Loading Libraries and Creating CUDA Environment 

 

As per above snippet, all the mentioned libraries are called and implemented in all 

experiments along with its implementation in the DCGAN model. Few notable includes, the 

cv2-Computer Vision library, torch-PyTorch library, numpy and mpmath for perfroming 

mathematical calculations, matplotlib for plotting graphs, etc. Note that, Cuda Enviroment is 

alos created and seed has been auto-generated for reproducible purpose. 

 

The code snippet for the Generator Network and the Dsicriminator Network is provided 

below. 
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Figure 4: Code of Generator Network 

 

 

Figure 5: Code for Discriminator Network 

 

These Neural Networks (Goodfellow et al., 2014) are used for performing model training, 

prediction and inpainting. 



6 
 

 

3.3 Data Initialization  

As mentioned earlier, each experiment is based on the complexity of the dataset images. 

Below code covers all variable initialization and data loading for all datasets. 

3.3.1 Experiment 1: Celeb-A Faces Dataset 

 

Figure 6: Data Initialization for Celeb-A Faces Dataset 

3.3.2 Experiment 2: Flowers Dataset 

 

Figure 7: Data Initialization for Flowers Dataset 
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3.3.3 Experiment 3: Pokémon Dataset 

 

 

Figure 8: Data Initialization for Pokémon Dataset 

 

3.4 Training Phase 

This part covers the coding implementation of the training phase for all three experiments. 

Note that, models for all experiments are same with change in variables. 
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Figure 9: Code for Training the DCGAN model 

 

3.5 Prediction Phase 

This part covers the coding implementation of the Prediction model for all experiments. 

The model takes the saved sate of the Generator Network and implements the model. 
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Figure 10: Code for implementing the Prediction model 

3.6 Inpainting Phase 

This part covers the Image Reconstruction code using the pre-trained DCGAN model. Saved 

states of Generator as well as Discriminator are used (Yu et al., 2018). 
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Figure 11: Code for implementing the Image Inpainting model 
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3.7 Model Evaluation 

This modeling technique makes use of the Inception Score to evaluate the Prediction model 

for all three experiments (Salimans et al., 2016). 

 

 

Figure 12: Model Evaluation using Inception Score Metric 
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