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1 Introduction 
This manual shows the hardware and software requirements, Also the steps taken to 

accomplish the implementation of the research thesis on “A novel feature selection based 

ensemble approach to bankruptcy detection”. 

 

2 Hardware and Software Requirements 

2.1 Hardware Description  

The research implementation was carried out on a Hewlett-Packard (HP) laptop having this 

description. 

• Operating system: Window 10 Home (2019) 

• Processor: Intel ® Core ™ i7-8565U CPU @ 1.80ghz 

• System Type: 64-bit operating System, x64-based processor 

• Installed Memory (RAM): 8.00 GB 

2.2 Software Description 

The following software enabled the implementation 

• Microsoft office: Excel, Word 

• Web browser: Google Chrome, Microsoft Edge 

• Programming Tool: Python version 3, Google Colaboratory (Cloud based Jupyter 

notebook environment) 

• Drawing tool: Lucidchart 

 

3 Methodology & Implementation 

3.1 Data Collection and Preparation 

Step 1 

The first step is getting the Polish company bankruptcy dataset from the university of 

California Irvine (UCI) data repository as shown in figure 1.  

 
Figure 1: Dataset from UCI 
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Step 2 

The dataset contains five files which is downloaded in a folder named data as shown in figure 

2. 

 

 
Figure 2:  Dataset Files 

 

Step 3 

 

The folder is uploaded into an existing G-mail account drive (adebolaaattah@gmail.com) as 

shown in figure 3. 

 

 
 

Figure 3: Upload data on drive   

3.2 Google Colaboratory Environment Setup 

The google colaboratory (colab ) is set up for the smooth running of the python codes. An 

existing Google e-mail address is used as adebolaaattah@gmail.com. Figure 4 shows the 

setup environment. 

 

mailto:adebolaaattah@gmail.com
mailto:adebolaaattah@gmail.com
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Figure 4: Signing into Google Colaboratory. 

Step 1 

Go to chrome browser and type in the address https://colab.research.google.com  

 

Step 2 

Go to file and open a new notebook to get started  

 

Step 3 

Mount google drive in colab Jupyter notebook and execute as shown in figure 5. 

 

 
Figure 5: Mount google drive 

 

Step 4 

Click on the url as shown in figure 6 

 

 
Figure 6: Acessing authorization code 

 

Step 5 

Select the Google account to be used for the colab set up 

 

 

 
 

Figure 7: Selecting google account  
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Step 6 

copy the authorization code and paste into the space provided on the notebook to enable the 

jupyter notebook access to the file location. 

 

 
     Figure 8: Copy authorization code 

 
     Figure 9: Drive mounted in Jupyter notebook 

 

3.3 Importing Libraries 

The libraries needed for the exploratory data analysis, imputation of missing values, graph 

plotting and statistical analysis, oversampling of the minority class, implementation of the 

particle swarm optimization which had to be installed as shown in the figure below.  

 
Figure 10: Importing Libraries 

3.4 Accessing Data and Storing into list 
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      Figure 11: Loading data 

 

 

3.5 Imputing missing values using MICE 

The missing values were imputed using the IterativeImputer which was imported from 

fancyimpute package across the five years annual data. 

 
 

Figure 14: Filling missing values using Multiple Imputation by Chained Equations 

3.6 Executing Feature Selection Techniques 

This section shows the execution of the six feature selection techniques for ease of replication 

of experiments. 

The sklearn package enabled the implementation of the classifier based feature selection 

techniques after splitting the data in figure 16, libraries such as mutual_info_classif, 

mutual_info_regression, SelectKBest, SelectPercentile were imported for the mutual gain as 
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shown in figure 17,  Also, from the sklearn.ensemble the GradientBoostingClassifier and the 

RandomForestClassifier is imported as shown in figure 19 and 20. The 

mlxtend.feature_selection enabled the importation of the ExhaustiveFeatureSelector as shown 

in figure 21. The features gotten from each technique is then ensemble through a voting 

technique of unanimous, minority, hard voting, and any vote. The features selected are shown 

in the appendix. 

 

 
Figure 15: Execution of Pearson Feature Selection  

 

 

 

    Figure 16: Data split for classifier-based feature selection. 
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    Figure 17: Features selected by Information gain. 

 
 

 

 
Figure 18: Execution of Gradient Boosting Classifier for feature selection and importance.   
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Figure 19: Execution of Recursive elimination feature selection technique 

 

 
Figure 20: Execution of feature shuffle method  
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Figure 21: Execution of Exhaustive search method 

 

3.7 Modelling 

This section shows the steps taken to build the models that would enable the prediction of 

bankruptcy.  

Step 1 

The voting table is loaded unto the jupyter notebook shown in figure 22 

 

 

Figure 22: Loading Voting Table  

Step 2 

SMOTE is implemented on the data using imblearn library as shown in figure 23. 
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Figure 23: Execution of balanced data 

Step 3 

ANN Execution  

For the execution of the ANN execution the Pyswarm library is used from python. Figure 24 

& 25 shows the execution of the PSO-ANN model. The number of hidden layers is built 

using the 2/3 number of inputs with the addition of the number of outputs rule system.  

 

 

 
 

Figure 24: Execution of PSO-ANN model 

 

 
 

Figure 25: Execution of ANN Architecture 
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Figure 26: Results of PSO-ANN on balanced data. 

 

Step 4 

Random Forest model Execution  

The libraries needed for the implementation is imported as shown below in figure 27. The 

random.seed is also set to enable different outputs for each iteration of the experiment. 

 

 
 

Figure 27: Libraries imported for random forest model 
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Step 5 

XGboost model Execution  

The libraries needed for the implementation is imported as shown below in figure 28. The 

random.seed is also set to enable different outputs for each experiment. 

 

 
Figure 28: Libraries imported XGboost model 

 

Step 6 

The library needed for the execution of SVC is imported from sklearn library shown in figure 

26. 

 
Figure 26: Libraries imported for the ensemble model of SVC-RF-XGboost 

 

 

4 Appendix 
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4.1 Feature selection table 

Features Exhaustive feature Random shuffling Recursive feature elimination Gradient boosting Information gain Correlation Count

X1 * * * * * 5

X2 * * * * * * 6

X3 * 1

X4 * * * * * 5

X5 * * * * * 5

X6 0

X7 * * * * * 5

X8 * * * * * * 6

X9 * * * * * * 6

X10 0

X11 * 1

X12 * * * * * * 6

X13 * * * * * 5

X14 0

X15 * * * * * * 6

X16 0

X17 0

X18 0

X19 0

X20 * * * * * 5

X21 * * * * * * 6

X22 0

X23 0

X24 0

X25 0

X26 0

X27 * * * * * * 6

X28 * * * * * 5

X29 * * * * * * 6

X30 * * * * * 5

X31 0

X32 * * * * * * 6

X33 * * * * * * 6

X34 0

X35 0

X36 0

X37 * * * * * 5

X38 0

X39 * * * * * * 6

X40 0

X41 * * * * * * 6

X42 * * * * * * 6

X43 * * * * * * 6

X44 0

X45 * 1

X46 0

X47 * * * * * * 6

X48 0

X49 0

X50 0

X51 0

X52 0

X53 * * * * * * 6

X54 0

X55 * * * * * * 6

X56 * * * * * 5

X57 * * * * * * 6

X58 * * * * * * 6

X59 * * * * 4

X60 0

X61 * * * * * * 6

X62 0

X63 0

X64 0
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