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Configuration Manual of Classification models for
Improving Identification of heart diseases

Omkar Terdal Ramesh
x16104439

1 Introduction

Our Project ”Classification Models for Improving Identification of Heart Diseases in
Healthcare Industry : Eastern Europe” is about creating model for improving identi-
fication of heart diseases using data collected from a repository and showcase its severity
level using Machine learning algorithms and Artificial Neural network over a train and
test dataset. This configuration manual accompanies the Project report and helps in
understanding the configuration process for the duration of the project.

2 Environment configuration

We have used python through jupyter notebook to execute our project. As the data was
collected in a .csv file, we stored the data onto the system as the jupyter notebook can
access files directly on the system and can the software on the system itself.We are using
Anaconda v2.2019.10.
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2.1 Anaconda

Here are the steps to download Anaconda v2.2019.10.We can access the installer from
the following link https://docs.anaconda.com/anaconda/install/hashes/win-2-64/ and we
can select the version we want to download.

Figure 1: Anaconda Download site

2.2 Local system specifications

We used the local system to make a remote connection to the jupyter notebook. The
laptop used is a Asus GL702VM and its specifications are shown below in Figure 2

Figure 2: Local system specifications

2.3 Python Libraries

We have installed the enlisted python libraries with corresponding versions as shown
below in the Table.
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Libraries Versions

numpy (numpy, 2020) 1.18.2
Pandas (Pands, 2020) 1.0.3

Matplotlib (matplotlib, 2020) 3.2.1
cv2 4.1.2

sklearn (scikit, 2020)
1.8.0

tensorflow (tensorflow, 2020) 2.2.0-rc3

3 Data Collection

Shown Below is a part of our dataset which is stored locally on the system. The dataset
has 16 attributes and over 4000 rows. They are sufficient enough to run this project. In
the the below shown Figure 3 you can see the dataset.

Figure 3: Dataset and Attributes
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3.1 Data Storage

Shown in Figure 4 below is the path where the collected data is stored for the project.
The data is stored in the datasets folder to access the data through the Jupyter notebook.
This the installation folder for Anaconda.

Figure 4: Dataset and Attributes
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4 Jupyter notebook

In this section we will run jupyter notebook with the help of anaconda. The below
Figure shows that in order to run jupyter notebook, we need to first launch the command
prompt from the same directory. And the run the anaconda batch file to load the required
libraries into jupyter notebook.

Figure 5: Command prompt

5



We then launch jupyter notebook after the libraries have been loaded.

Figure 6: Launching Jupyter notebook

After the Jupyter notebook is lauched it establishes a connection to the directory and
opens in the default web browser with the files from the directory.

6



Figure 7: Loading Jupyter notebook

5 Implementation

We go ahead and import all the necessary libraries required for our project. The Figure
9 below shows the libraries imported.

We go ahead and load the data into the Jupyter notebook by using the read command.
The Figure 10 shows how.
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Figure 8: Jupyter Notebook

Figure 9: Jupyter Libraries

5.1 Implementation of ANN

We will first divide the data into training data and test data. This is ensure that the
models can perform and hope to achieve the maximum efficiency.Figure 11

5.1.1 Data preprocessing

We preprocess the data as required by the ANN model by using keras and converting the
data into arrays of data. The following figure 12 demonstrates it.

5.1.2 Building and training ANN

We will build a sequential model, compile the model and Fit the model to run through
epochs. This model runs successfully through a 100 epochs and yields a result of 85.61
accuracy.
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Figure 10: Loading Data into Jupyter notebook

Figure 11: Data Distribution to training and test data

5.1.3 Visualization

The Following plot graph shows the loss during epochs (Figure 15). And followed by that
we can see the Accuracy graph of the model displayed with the help of the plot command
(Figure 16)

5.1.4 Conclusion

The following figure 17 shows the accuracy, precision, recall, f1-score and support of the
ANN model.

9



Figure 12: Data preprocessing for ANN

5.2 Implementation of Random Forest and SVM Models

5.2.1 Data preprocessing

We need to preprocess the data again in a different way to feed it to both the random
forest and SVM models. These are machine learing algorithms and hence need to be
preprocessed differently compared to Artificial Neural networks. Figure 18

We go ahead and plot the attributes of the dataset. This provides and idea on how to
approach the Models for increased performance and accuracy. Figure 19

We consider the gender attribute to be labelled and plotted to see the number of entries
they have and how we can make use of it. Figure 20

We then plot the gender compared to age to see calculate the age group for the most
affected are. This figure 21 shows us that the most case received are between the ages of
39-48.

Keeping age groups and gender as our two main attributes for the models we will
further train the data into training set and test set. As shown in the Figure 22.

5.2.2 Random Forest Model

We train the random forest model and input the training and test data. As shown in
Figure 23.The Random Forest model yielded an accuracy of 85.06. With the precision
being 0.85, recall being 1.00 and f1-score being 0.92. as shown in figure 24.
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Figure 13: Training ANN

5.2.3 SVM Model

We train and fit the SVM model with the training and test data. The following Figure
25 shows how. The SVM model yielded an accuracy of 84.79. The precision 0.85, recall
is 1.0, and f1-score is 0.92. As shown in Figure 26.

6 Comparison

Once we aquired all the accuracy from the models we ran, we felt the need to compare
the results just to see how close or how far apart the artificial neural network techniques
is from the machine learning techniques. The highest accuracy was yielded by ANN.
Though the ANN technique’s accuracy was a bit higher than other techniques, we can
conclude that in the case of disease identification every small amount is considered and
can come to great help. The following plot will show the differnce in the accuracies.
Figure 27

7 Section 6

Your sixth section. Change the header and label to something appropriate.
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Figure 14: Building ANN

Figure 15: Loss in ANN

Figure 16: Accuracy for ANN
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Figure 17: Conclusion for ANN

Figure 18: Data preprocessing for ML Methods
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Figure 19: Plotting Attributes

Figure 20: Gender plot
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Figure 21: Age group plot

Figure 22: Training the Data

Figure 23: Training Random Forest
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Figure 24: Evaluation of RF

Figure 25: Training SVM Model

Figure 26: Evaluation of SVM
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Figure 27: Comparison of ANN, RF and SVM
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